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Introduction 

A common perception held by many individuals is that artificial intelligence (AI) has the 

potential to transform a wide variety of industries by improving worker productivity and 

optimizing workflow (Nadimpalli, 2017). However, Elon Musk, one of the most successful 

entrepreneurs of all time, had the following statement to say about artificial intelligence: “mark 

my words, AI is far more dangerous than nukes” (Clifford, 2018). Despite apprehensions such as 

these, AI is growing rapidly and is being implemented in several fields including business, 

transportation, and even healthcare to aid in the decision-making process, increase workflow 

efficiency, and reduce costs (Nadimpalli, 2017). Despite these benefits, this technology has many 

risks such as loss of employment, reduction in disposable income, and health issues brought 

upon by biases within the AI algorithms (Nadimpalli, 2017). 

In healthcare, specifically, machine learning (ML) algorithms are being used to diagnose 

patients, monitor health, develop drugs, and manage medical data (Amisha et al., 2019). ML is a 

branch of AI that allows computers to learn from a set of data on how to perform a specific task 

without the pre-defined rules (Rajkomar et al., 2018). The integration of ML within healthcare 

raises several concerns ranging from privacy to ethical issues. In order to perform their intended 

function, ML algorithms require a large amount of patient information. In the event of a 

cyberattack, patient information stored within these algorithms can be compromised, leading to 

potential data breaches and identity theft. Additionally, the use of these algorithms within 

medicine can raise ethical dilemmas on who should be held accountable in the event of an error. 

Some individuals may argue that the software engineers should be held responsible for this 

mistake because they created a biased algorithm. Others, however, may argue that the physician 

should be held liable as they are the ones who are employing the use of this technology. 
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It is imperative to address issues such as these before adopting widespread use of AI. As 

mentioned before, artificial intelligence is a rapidly evolving field with many applications in a 

wide variety of industries. It is of crucial importance for researchers to explore the benefits and 

risks associated with this technology to prevent security risks and ensure ethical principles are 

being adhered to. Additionally, researching the advantages and challenges associated with AI can 

ensure these algorithms are being used and integrated in a secure and responsible manner into 

various fields, particularly healthcare. Lastly, this work holds significant importance because it 

can help guide the Food and Drug Administration (FDA) in creating regulatory policies that 

ensure the integration of ML into healthcare upholds medical ethics. 

In this paper, I argue that while the implementation of ML-based algorithms within 

patient diagnostic imaging procedures improves diagnostic accuracy, it ultimately violates the 

four pillars of medical ethics. In order to support my argument, I will first provide a literature 

review on the applications of machine learning algorithms within healthcare and their benefits in 

regard to increasing diagnostic accuracy and improving clinical efficiency. I will then present 

information about the origins of the four pillars of medical ethics and how ML impacts these four 

principles. Then, I will analyze data from different medical studies and academic papers to 

conduct an ethical analysis. The data that I will analyze will be authored by several individuals 

with diverse backgrounds ranging from engineers to doctors to researchers. Through this 

analysis, I find that using ML-based algorithms in patient diagnostic imaging procedures violates 

the autonomy, non-maleficence, and justice principles while upholding the beneficence principle. 

Finally, I will end this paper with a discussion about the limitations of my research and how my 

work can be used by the FDA to develop a pathway for AI and ML-based technologies to obtain 

premarket approval. 
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Literature Review 

A wide variety of studies have been conducted to determine the accuracy and efficiency 

of machine learning algorithms in diagnosing patients within healthcare. According to a study 

conducted at the Johns Hopkins University, approximately 40,500 patients die each year due to 

diagnostic errors. Because of these errors, health care expenses increase by approximately 

$300,000 for every malpractice claim that is filed for a misdiagnosis (Dilsizian & Siegel, 2014). 

The use of AI in accordance with radiologists can help mitigate these challenges. For instance, a 

study conducted in the radiology department of a cancer center found that the collaboration 

between radiologists and AI not only increased the diagnostic accuracy of detecting incidental 

pulmonary embolism (IPE) on CT scans but it also significantly reduced the missed rate of IPE 

from 44.8% to 2.6% (Topff et al., 2023). Additionally, Figure 2 shows how AI reduced the 

median detection and notification time for IPE from several days to 1.0 hour (Topff et al., 2023).  

 

The accuracy of these AI algorithms can extend to other illnesses and imaging 

techniques. For example, in a study conducted by Nishida et al. (2022), three ML models were 
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developed using an ultrasound image dataset to diagnose liver tumors. A comparative analysis 

was then performed to differentiate the diagnostic accuracy of the ML models against that of 

physicians (Nishida et al., 2022). The study found that all three algorithms were able to diagnose 

the liver tumors at an accuracy that was significantly higher than that of human physicians 

(Nishida et al., 2022). Beyond achieving a high diagnostic accuracy, ML can also help improve 

clinical workflow by scheduling appointments, digitizing medical records, and increasing 

patient-physician interaction (Amisha et al., 2019). Although it is evident that extensive research 

has been conducted on the benefits of using ML-based algorithms within healthcare, the impact 

of ML on the medical ethical framework needs to be researched further before this technology is 

integrated into medicine.  

The medical ethical framework first originated in the 5th century B.C. in Greece with the 

introduction of the Hippocratic Oath (Veatch, 1997). This Oath required all healthcare 

professionals to swear upon Greek gods to abide by the ethical principles and act in the patient’s 

best interests (Veatch, 1997). Based off this Oath and previous works such as Percival’s Medical 

Ethics, the American Medical Association (AMA) published a document, entitled the Code of 

Medical Ethics, in 1847 (Veatch, 1997). Over time, both the Hippocratic Oath and the Code of 

Medical Ethics underwent several revisions to emphasize patients and inclusivity of all religious 

beliefs (Veatch, 1997). From this Oath and previous documents, in 1979, two American 

philosophers, Beachump and Childress, published a book called the 'Principles of Biomedical 

Ethics,' which presented the four pillars of medical ethics (Aksoy & Tenik, 2002; Varkey, 2021). 

The foundation of modern medical ethics rests upon the following four principles: 

autonomy, beneficence, non-maleficence, and justice. Autonomy describes the right of the 

patient to make rational decisions and moral choices regarding their health (Varkey, 2021). The 
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principle of beneficence obligates physicians to act in the patient’s best interests, while the non-

maleficence principle requires healthcare professionals to impose no harm to the patient (Varkey, 

2021). Lastly, the principle of justice states that all patients should be treated fairly while 

ensuring they are given equitable access to healthcare resources (Varkey, 2021). 

Integrating machine learning within patient diagnostic imaging procedures can have an 

impact on all four of these pillars. For instance, assume an algorithm was developed from a 

White male population and applied to diagnose a female population of all races (AlHasan, 2023). 

The nonmaleficence principle could be potentially violated due to a biased training dataset, 

making this algorithm prone to providing information that is either irrelevant or even harmful to 

the female population (Char et al., 2020). The autonomy principle can also be violated because a 

potential lack of communication between the doctors and engineers about the algorithm can 

make it difficult for both the patients and physicians to make informed decisions (Feudtner et al., 

2018). The justice principle would also be violated because not all hospitals will have access to 

this technology. To ensure these principles are upheld, the following factors should be 

considered while designing, implementing, and validating the algorithm: communication, having 

a representative training dataset, and promoting equity in patient outcomes and resource 

allocation (Char et al., 2020; Rajkomar et al., 2018). However, further research still needs to be 

conducted to determine how the integration of machine learning within patient diagnostics 

procedures impacts medical ethics.  

To help guide my analysis of how the four pillars of medical ethics are impacted by ML, 

I will use Trevor Pinch and Wiebe Bijker’s theory, the Social Construction of Technology 

(SCOT) to identify the relevant social groups that are impacted by ML (Pinch & Bijker, 1984). 

According to SCOT, the creation of a technology is shaped by various factors, one of them being 
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the relevant social groups (Pinch & Bijker, 1984). Relevant social groups can be defined as “all 

members of a certain social group [that] share the same set of meanings, attached to a specific 

artefact” (Pinch & Bijker, 1984, p. 414). In this paper, rather than applying SCOT in a 

conventional manner to determine how the relevant social groups influenced the development of 

ML algorithms, I will use SCOT to identify the relevant social groups that are impacted by ML. 

For this paper, the relevant social groups that I will focus on are software engineers, doctors, and 

patients. I will then determine how the integration of machine learning algorithms into patient 

imaging diagnostic procedures impacts these groups.  

Methods 

 To answer my research question, I primarily gathered secondary sources from papers 

within academic journals regarding machine learning and medical ethics. The academic papers 

were written by individuals from various fields including medicine, research, and computer 

science. I then reviewed media and journalistic accounts about these groups to learn more about 

how ML healthcare applications can impact them. Additionally, I used the databases within 

UVA Library and reviewed the American Medical Association (AMA) Code of Medical Ethics 

to learn more about the ethical framework and how ML can impact this framework. For my 

primary source, I reviewed legal documents from the FDA to gain insights into the current 

regulations regarding ML in medicine. Then, with all this data, I conducted an ethical analysis to 

determine how medical ethics and the relevant social groups are impacted by the use of ML 

algorithms within patient diagnostic imaging procedures. In this analysis, I focused on both a 

quantitative and a qualitative approach, where the quantitative aspect included information about 

diagnostic errors and accuracy. The qualitative approach, on the other hand, focused on the 

social and ethical implications of ML-based healthcare algorithms.  
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Analysis 

Integrating machine learning into patient diagnostic imaging procedures can help reduce 

diagnostic errors and improve patient outcomes, thus aligning with the beneficence principle of 

the four pillars of medical ethics. A convolutional neural network (subset of ML) algorithm 

called CheXNet was developed to diagnose pneumonia from chest X-rays, shown in Figure 1 

(Rajpurkar et al., 2017). The performance of CheXNet in diagnosing pneumonia was statistically 

significantly higher than the radiologist’s performance (Rajpurkar et al., 2017). This highlights 

that ML-based algorithms can not only detect patterns missed by physicians but also produce 

consistent results. Additionally, unlike most physicians, this algorithm is not influenced by 

external factors such as experience and emotion, which helps increase diagnostic accuracy.  

 

In another study, a deep learning (subset of ML) algorithm’s ability to predict the diagnosis of 

Alzheimer’s Disease was compared to the performance of radiologists (Ding et al., 2019). This 

study demonstrated that the algorithm outperformed the radiologists by achieving an 82% 

specificity at 100% sensitivity, whereas the radiologists achieved a 57% sensitivity at 91% 

specificity (Ding et al., 2019). The algorithm’s high sensitivity suggests early detections of 

Alzheimer’s Disease can be made, which allows for earlier treatment and improved prognosis for 
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these patients. Additionally, this algorithm can more consistently predict diagnoses of 

Alzheimer’s Disease than human physicians. A doctor’s performance is influenced by a variety 

of factors such as stress and fatigue. However, an algorithm’s performance is based solely on 

previous datasets, which are used to train the model in order to accurately diagnose patients. 

AlHasan (2023) and others have argued that if an unrepresentative dataset is used to train 

the model, the beneficence principle is violated due to the introduction of biases into the 

algorithm. However, most people fail to consider that this would violate the non-maleficence 

principle, not the beneficence principle. In order for the beneficence principle to be truly 

violated, the physician has to use the algorithm after being made aware of its biases. In cases 

such as these, the physician would not be acting in the patient’s best interest, and the beneficence 

principle would be violated due to the physician’s negligence, not because of the ML algorithm 

itself. Therefore, ML-based healthcare algorithms can increase diagnostic accuracy and improve 

patient outcomes without violating the beneficence principle. However, it is still important to 

consider how the non-maleficence principle is violated due to different sources of algorithm bias. 

Biases in interactions with clinicians and in the model design violate the non-maleficence 

principle. One example of bias that occurs when interacting with physicians is automation bias 

(Rajkomar et al., 2018). This occurs when clinicians place too much trust in the algorithm 

without realizing that the model is less accurate for certain groups (Rajkomar et al., 2018). 

Another type of bias is label bias, which occurs within the model design. In this bias, a certain 

label does not hold the same meaning for all patients (Rajkomar et al., 2018). A blind reliance in 

these algorithms can lead to physicians making incorrect decisions that could potentially be 

detrimental to a patient’s health. For instance, if an algorithm with automation or label bias was 

applied in a clinical setting, certain minority groups would be discriminated against and unable 



9 

 

to reap the benefits of this algorithm. These biases within the algorithm can not only exacerbate 

social issues but also lead to misdiagnosis and inadequate treatment for certain marginalized 

groups, which would violate the non-maleficence principle of the four pillars of medical ethics. 

The non-maleficence principle is also violated with the use of ML algorithms when an 

unrepresentative dataset is used. When developing a machine learning healthcare application, the 

algorithm can introduce racial bias, which can have harmful effects to a patient’s health. Racial 

biases are introduced due to the inherent nature of health care varying by race (Char et al., 2018). 

Illnesses and treatments differ by race; thus, it is difficult to create an algorithm that can be 

generalized to all populations. The algorithm’s bias can be amplified due to the underlying biases 

within the training data itself (Char et al., 2020). In order to accurately diagnose patients using 

ML algorithms, the algorithm first has to be trained, validated, and tested using patient datasets. 

If the dataset is biased, then the algorithm’s bias is exacerbated by an unrepresentative training 

sample. Predictive scores generated from ML-based systems in regards to a patient’s health have 

already failed due to a biased training set, which has led to racially discriminatory outcomes 

(Char et al., 2018). For instance, when data from the Framingham heart study was used to predict 

the likelihood of cardiovascular events in nonwhite populations, it led to biased results, with both 

overestimations and underestimations of risk because this study included data from a primarily 

white population (Gijsberts et al., 2015). Discriminatory outcomes such as these can not only be 

detrimental to the health of minority races but also amplify healthcare disparities.  

The exacerbation of healthcare disparities due to algorithm bias violates the justice 

principle of the four pillars of medical ethics. For example, suppose an ML algorithm is 

developed to accurately diagnose acute coronary syndrome (ACS) in patients. In order to train, 

validate, and test this algorithm, data from the Framingham heart study is used. Since this 
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algorithm lacks a representative dataset, it is unable to identify risk factors for minority 

populations and does not take into account the health conditions that are prevalent among 

nonwhite populations. Thus, when this algorithm is applied in a clinical setting, patient outcomes 

would only improve for the white population due to early diagnosis. However, for nonwhite 

populations, diagnostic errors would be more prevalent due to biases within the dataset, leading 

to inadequate or delayed treatment along with poor prognosis. This algorithm would, thus, 

worsen the existing healthcare inequalities as the morality rate from ACS is 30% higher among 

African Americans compared to non-Hispanic whites (Graham, 2015). In another case, an 

algorithm was developed to distribute healthcare resources and provide personalized care to 

patients depending on the severity of their illness (Ledford, 2019). This algorithm was widely 

used in American hospitals, and it was found that the algorithm was less likely to refer black 

patients for personalized care, despite them being equally sick as the white patients (Ledford, 

2019). The algorithm assigned lower risk scores to black patients than equally sick white 

patients, most likely due to a biased training dataset (Ledford, 2019). Algorithms such as these 

amplify healthcare disparities and violate the justice principle because certain racial groups, 

particularly non-Hispanic white individuals, are allocated better resources and care while African 

American patients are more prone to receiving inadequate treatment.  

In addition to racial discrimination, machine learning algorithms widen the socio-

economic gap while violating the justice principle of the four pillars of medical ethics. ML 

algorithms are heavily dependent upon patient data from electronic health record (EHR) systems. 

Patient-reported outcomes “tend to be documented by individuals with higher income, younger 

age, and white race” (Gianfrancesco et al., 2018). Vulnerable populations such as individuals 

with a lower socioeconomic status and immigrants would have inconsistent or incomplete 
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documentation due to receiving treatment from multiple institutions, unequal access to online 

patient, and lower health literacy (Gianfrancesco et al., 2018). Thus, if patient data from EHR 

was used to train an ML algorithm, it would produce inaccurate results and would be unable to 

adequately treat the health issues of these vulnerable populations. Furthermore, many of these 

algorithms are trained and tested in more privileged hospitals, who primarily serve higher 

income individuals (AlHasan, 2023). Many under-resources hospitals may not have access to this 

technology, and if they were to, these algorithms would not be applicable to a hospital that 

primarily serves lower-income individuals. Therefore, due to unequal access to healthcare 

resources, patients from marginalized populations are less likely to benefit from these 

algorithms, which further widens the socioeconomic gap and violates the justice principle. 

Lastly, the autonomy principle of the four pillars of medical ethics is also violated when 

ML algorithms are developed without proper communication between the stakeholders. 

Physicians and patients are better able to make informed decisions regarding a patient’s health 

when the goals and intentions of a machine learning application are clearly communicated. For 

instance, a study concluded that proper communication with stakeholders during the software 

development process can improve customer satisfaction and result in lower defect rates 

(Bakalova & Daneva, 2011; Korkala et al., 2006). This is likely because the stakeholders can 

provide consistent feedback on the algorithm, continuously assess whether the algorithm is 

meeting the objectives, and determine whether the algorithm's outputs align with the intended 

purposes of the algorithm (Char et al., 2020). This communication between the stakeholders 

helps increase the acceptance of the algorithm from the user’s perspective. If, however, the 

stakeholders are not involved during the software development process, the physician and 

patient’s ability to make rational decisions is compromised because they are not provided 
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adequate information about the algorithm and its intended use. This lack of communication about 

the algorithm violates the autonomy principle and diminishes stakeholder trust and comfort in 

the algorithm. Therefore, it is imperative for stakeholders to follow this collaborative approach to 

ensure that physicians and patients are able to make rational decisions about a patient’s health.  

Conclusion 

In this paper, I have argued that using ML-based algorithms within patient diagnostic 

imaging procedures upholds the beneficence principle due to an increase in diagnostic accuracy. 

However, ML healthcare applications ultimately violate the non-maleficence, justice, and 

autonomy principles while systematically discriminating against minority groups, exacerbating 

healthcare disparities, and widening the socio-economic gap. From this paper, the relevant social 

groups (software engineers, healthcare professionals, and patients) are able to gain a deeper 

understanding of how ML can impact the ethical framework, specifically the four pillars of 

medical ethics. Additionally, this analysis can provide valuable insights for regulatory bodies.  

Currently, all medical devices are required to undergo the appropriate premarket pathway 

to be approved (U.S. Food and Drug Administration, 2024). For ML-based healthcare 

algorithms, there are three levels of clearance: 510(k), the de novo pathway, or premarket 

approval (Benjamens et al., 2020). The appropriate pathway for approval varies depending on the 

classification of the medical device. Since algorithms are continuously being updated, it is 

difficult for these technologies to go through the former approval process (Benjamens et al., 

2020). Thus, currently, there is no formal approval process for ML-based healthcare algorithms 

(U.S. Food and Drug Administration, 2024). However, on April 2nd, 2019, the FDA published a 

paper that explains a potential pathway of how AI and ML technologies can obtain premarket 

review (U.S. Food and Drug Administration, 2024). My analysis can help guide this approval 



13 

 

process and help create regulatory policies regarding the integration of ML and other AI 

technologies into healthcare. However, further analysis needs to be conducted in order to ensure 

that AI technologies are integrated into healthcare in a manner that protects privacy and upholds 

the ethical framework developed by the medical community.  

One limitation of my analysis is that most of my research centered around three groups: 

software engineers, physicians, and patients. The perspectives of other relevant social groups 

such as the regulatory body also need to be researched. Another limitation of my study is that I 

did not discuss how ML healthcare applications impact a patient’s privacy. Additionally, my 

analysis only focused on the four pillars of medical ethics. The principles of informed consent, 

truth-telling, and confidentiality all arise from the autonomy principle; however, I did not discuss 

these principles in my paper (Varkey, 2021). Despite these limitations, my analysis can still help 

individuals gain a better understanding of how ML algorithms can impact medical ethics. 
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