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Problem Definition: The Rise of Deep Fakes 

Over the past few years, AI has helped grow multiple industries, including healthcare, 

education, and finance (Salokannel, 2023). However, the growth of AI has and is further 

predicted to lead to a substantial increase in deep fake bank fraud. “Deloitte’s Center for 

Financial Services predicts that generative AI could enable fraud losses to reach $40 billion in 

the United States by 2027, from $12.3 billion in 2023, a compound annual growth rate of 32%” 

(Deloitte, 2024, p.1). A deep fake is a video or audio of a person in which their face or voice 

have been altered so that they look or sound like someone else. (Ongtingco, 2021). The past few 

decades have also seen a  significant increase in the use of social media (Chaffey, 2024). As a 

result, it has become easier for criminals to find enough data about people to create convincing 

deep fake audios, hence increasing deep fake based bank fraud.  

Along with increased social media use, there has also been an increase in the availability 

of voice cloning tools. Today, there are hundreds of freely available tools on the internet, such as 

ElevenLabs, Lovo, ReSpeeecher, and Voice.ai, that people are able to use to not only create new, 

human-like voices, but also clone voices of specific people. Additionally, there has been a great 

improvement in the quality of voices produced by easily available tools. Today, we are able to 

make cloned voices that can easily convince humans that they are human voices (EurekAlert!, 

2024). The increase in access to all these resources means that it is increasingly important for 

banks to be aware of, and improve their security systems to ensure that they are not vulnerable to 

deep fake attacks (Khan, Malik, Ryan, & Saravanan, 2023). With the speed at which voice 

cloning technology is improving, it is difficult, but very important, for banks to keep pace, to 

ensure that their systems are keeping up with this growth.  
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Speaking with our capstone client, the group has realized that the most important 

question banks are trying to answer with their security systems is “Is this voice live and human” 

as opposed to if the voice is the specific person. Through this project, the team hopes to 

understand the extent to which banks’ security systems are currently able to identify a cloned 

voice, and the specific factors/qualities of a voice that the systems are particularly vulnerable to. 

This will be done by creating a system on python that compiles voice cloning tools and a 

bank-like security system, to output the probabilities of different voices passing through. By 

doing this, we will be able to help banks better their AI voice detection security systems, and 

hopefully help reduce deep fake based bank fraud occurrences. This project aims to help the 

client understand their vulnerabilities and improve their security system in order to reduce 

successful deep fake fraud attacks. 

 

Building Resilience in Bank Authentication Systems 

Banks are having a hard time keeping up with the growth of AI voice cloning tools, and 

need to improve their security systems in order to ensure they have minimal vulnerabilities 

(Goswami & Ross, 2024). The countermeasures and security systems in place today need to be 

developed to ensure minimal success of these deep fake fraud attempts (Khan, Malik, Ryan, & 

Saravanan, 2023). In order to help the bank identify their vulnerabilities in their security system, 

the team will be creating a system on python that gives us a sensitivity analysis which identifies 

the vulnerabilities of a security system (see Figure 1).  
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Figure 1: Python System Visualization (Source: Capstone Team, 2024) 

 

The first step in building the system is compiling a list of factors and creating a voice 

library. In order to create the library of voices (see Appendix 1), our team has identified 3 

factors, and associated levels, to work with: tool training times (varying by the ability of the 

tool), sex (male and female), and volume (soft, medium, and loud). The team created a 5 minute 

script, to ensure consistency in all tool training audios, which will be recorded by all team 

members in each of the 3 volumes. These audios will be cut to obtain audios for all other lengths. 

Each member of the team will then use 3 out of the 5 tools we are working with to clone their 

voice, in a way that ensures that each tool is being used by at least one male and one female. This 

will result in approximately 27 clones and 9 training audios per person.  

The library of voices will then be used as a parameter in our python system, but will first 

be used to test manually against our client’s bank security system. To do this, 162 calls will be 

placed to their help agent, and play one of our clones each time. After making all the calls, the 

bank will send us results in the form of a score for each call, indicating if the system identified it 

as live and human, not human, or indeterminate. Carrying out this experiment with the bank’s 

system will help narrow down the library to voices most likely to pass the security system.  
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After identifying factors to narrow down the library, the library will be built further using 

those factors. Part of our final library will be input into python, along with APIs (Application 

Programming Interfaces) for the cloning tools (ElevenLabs, Lovo, Voice.ai, FineVoice, and an 

Open Source tool) and an ASV (Automatic Speaker Verification) system. An ASV is used to 

identify a real voice from a spoofed voice (Kassis & Hengartner, 2023), which is the banks’ 

primary focus. The goal of this system is to automate the testing process carried out manually 

with the bank. This will allow for an increased number of trials (100 times per audio) as well as 

increased number of audios, resulting in more accurate results. The voices will pass through each 

tool to create clones, and these clones will pass through the ASV 100 times each. We will then 

obtain probabilities of each voice successfully passing through the ASV, and the results will be in 

the form of a sensitivity analysis which will tell us, quantitatively, which combinations of factors 

of a voice result in the most successful clone. This sensitivity analysis will be our final 

deliverable, pointing out to banks their biggest vulnerabilities for them to work on in their 

security system.  

The problem explored by the technical aspect of this project can be broadened to include 

the impacts of deep fake technology on more than just bank security. The next section will look 

at the aspect of public trust in relation to deep fake technology.  
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Societal Trust in the Age of Deep Fakes 

AI voice cloning tools are having a big impact on banks and other financial institutions. 

However, this problem has more social and human aspects as well. With increased awareness of 

these tools and the quality of clones the tools are able to make, it makes sense that there would 

be reduced trust in digital media and financial institutions (Deloitte, 2024). This problem can be 

understood using Wyatt’s Technological Determinism (Wyatt, 2008) framework. It is built on the 

basis that technology is the primary driver of social change, which is its justificatory foundation, 

arguing that societal changes are largely shaped by the advancement and use of technology. 

Wyatt argues that technology is not simply a tool used by society but an autonomous force that 

influences and sometimes dictates the direction of social progress, which describes the 

descriptive aspect of the framework by showing how AI tools correlate with reduced societal 

trust. The methodological aspect lies in analyzing how the adoption of AI voice cloning tools has 

directly contributed to increased deep fake-based bank fraud attacks through empirical and 

case-based research. Finally, the normative aspect emerges in the ethical implications of this 

shift, as reduced public trust in financial institutions and digital media raises critical questions 

about the desirability and control of these technological advancements. Here, the AI tools are the 

technology that are driving change in societal trust. This goes to show the impact that technology 

has on our society and supports Wyatt’s argument that it may be the primary driver of social 

change. 

The main issue discussed in this paper (deep fake based bank fraud) is driven by the 

growth in AI cloning technologies, and how that impacts overall public trust. This problem can 

also be seen from a broader perspective than just bank fraud. Rise in the use of deep fakes has 

led to an overall increase in misinformation that is convincing enough to have an impact on 
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society (Helmus, 2022). This goes to show how this technology of AI tools has societal impacts 

beyond the scope of the technical topic, and must be explored in a human and social context to 

understand it. This is another way to look into how this technology can impact trust in a 

multitude of ways, and not only in relation to bank fraud and financial institutions. Today, people 

are able to create not only audio, but also video clones of well known, possibly influential 

people, saying anything they wish, making it difficult to trust almost any source of digital media 

out there.  

Investigating Public Trust in Digital Environments  

The research question I will answer is to what extent does the increase in access to deep 

fake technology impact public trust in digital media and financial institutions? By looking into 

financial institutions, this research question will relate to my technical capstone project, but 

going beyond that and exploring general digital media will help me explore the bigger picture 

impact of increased access to, awareness of, and use of deep fake technologies today. In order to 

answer this question, the method that I will be using is a survey. Since this question is one in 

which responses are subjective to a person’s understanding of deep fake technology, it is 

important to include as many people as possible in order to get a variety of opinions. To do this, I 

will be surveying 300 people. I will use social media messaging platforms to send my google 

survey to all my friends and family, and ask that they forward it to as many people as possible. 

This way, I will be able to collect responses from a wide range of age groups, and hopefully a 

representative sample of the population. I will not, however, be restricting numbers to make my 

population specific, since I am making the assumption that 300 responses will give me an overall 

holistic view.  
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The survey will include 9 questions adapted from prior research conducted by the Pew 

Research Center (Pew Research Center, 2019). Data collected from the survey will then be 

analyzed using Wyatt’s technological determinism framework to understand how much people 

really think deep fakes and misinformation is impacting their level of trust, hence seeing the 

impact of technology on society. To further analyze the results, they will also be compared to 

those from the Pew Research Center results, in order to see if and how these results have 

changed in the past 5 years.  

 

Conclusion  

The rise in use of deep fake technology is impacting various aspects of the world. The 

technical deliverable of this project will help banks, specifically our client bank, identify the 

biggest vulnerabilities to deep fake voices in their security system, allowing them to make 

specific improvements. The ultimate goal of this is to help reduce the number of successful deep 

fake based fraudulent attacks on the bank. Analyzing results from the survey about trust will help 

understand the bigger picture impacts of deep fake technology on our society.  Overall, the 

research paper is expected to result in a deeper understanding of the scale of the impacts deep 

fake technology.  
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Appendix 1: Voice cloning chart 

 

Appendix 2: Questions that will be in the survey 

 From: 
https://www.pewresearch.org/journalism/2019/06/05/3-americans-think-made-up-news-and-videos-create
-more-confusion-than-other-types-of-misinformation/ - topline document  

1. How much of a problem do you think made-up news is in the US today? (very big, moderately 
big, small, not a problem) 

2. How often do you get news from a social media site? (often, sometimes, hardly ever, never) 
3. How often do you get news from a news website/app? (often, sometimes, hardly ever, never) 
4. How much do you trust the accuracy of news you get from news outlets? (a great deal, some, not 

much, not at all) 
5. How much do you trust the accuracy of news you get from social media sites? (a great deal, 

some, not much, not at all) 
6. How much do you think each type of news and information leaves Americans confused about the 

basic facts of current issues and events? (a great deal, some, not much, not at all) 
a. Made-up information that is intended to mislead the public 
b. Satire about an issue or event 
c. Video or image that is altered or made up to mislead the public 

7. How do you feel about the average American’s ability to recognize the following types of news 
and information? (average american should be able to recognize, too much to ask fo average 
american to recognize) 

a. Made-up information that is intended to mislead the public 
b. Satire about an issue or event 
c. Video or image that is altered or made up to mislead the public 
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8. How do you feel about your own ability to recognize the following types of news and 
information? (average american should be able to recognize, too much to ask fo average american 
to recognize) 

a. Made-up information that is intended to mislead the public 
b. Satire about an issue or event 
c. Video or image that is altered or made up to mislead the public 

9. Have you ever shared news that you later found out was made up? (yes/no) 
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