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General research problem

How can we find the optimal blend between digital privacy and digital utility?

Digital data has become an integral part for businesses in many industries. Whether it comes to

marketing, transportation, or health, digital data has become a part of our day to day life. With

this increase in data collected also comes a privacy risk. In 2023 alone there were 4.5 billion

compromised records worldwide (Ford 2023) and millions of dollars paid out due to privacy

violations. With the growth in digital data collection, digital privacy also needs to be taken into

consideration.

Preparing CS Students for the Future

How can a required Cyber Security course better prepare undergraduate CS students for the

demands they will face, regardless of their specific field?

The project department is Computer Science, and the project will likely be the CS 4991 proposal

option. This project will likely be about enhancing the value of the uva CS program.

Balancing the Scale: Finding Common Ground on Internet Privacy

In the US, how do e-commerce enterprises, data collectors, and privacy advocacies compete to

draw the line between permissible and impermissible collection of personal data online?

About 62 percent of US adults accept daily data collection as a fact of life; 81 say they

have no control over data collection (Auxier 2019). With user data, companies can offer free

services and improve their products and services, however consumers do not alway feel these

benefits are worth it. When user data is directly used to make these improvements, consumers

believe that they are getting a fair trade. For example, when Netflix collects data to recommend

shows or when Apple records user location to automatically keep track of where they parked
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their car, consumers feel that they are getting value for the loss of their privacy. When it comes to

data used for target marketing, consumers believe they should be getting more value out of the

data being collected (Morey 2015). The concerns have been noticed with multiple states having

implemented laws that try to increase online privacy by allowing consumers to opt out of sales of

their data and target advertising. However, with 81% of Americans believing that the potential

risks of collecting data on them outweigh the benefits (Auxier 2019), there’s still a big

disconnect between companies and consumers on digital privacy. How can we work towards

bridging the gap?

Scholarly Exploration

Hallam and Zanella (2016) observed that despite expressing concerns for privacy, people

constantly share sensitive information online using social networking sites. This creates

something they call a “privacy paradox”. From researching this “privacy paradox” they found

that when using social networking sites, the viewed privacy risks are seen as abstract while social

rewards are seen as concrete. Construction level theory tells us that abstract ideas are associated

with distant-future outcomes and concrete ideas are associated with near-future outcomes. Since

distant-future outcomes tend to be discounted for near-future ones, online privacy is discounted

for social rewards. Liu and Pavlou (2021) looked to improve privacy policies for consumers

using information technology. They prototyped an “active-recommendation” app which uses

customer service agents to allow consumers to customize their own privacy policies. To test its

effectiveness, Liu and Pavlou looked at the acceptance rate of three apps with three ways of

displaying the privacy statement. App 1 had a link to the statement and had users select “agree"

or “disagree”, App 2 allowed consumers to select their privacy settings before agreeing or

disagreeing, and App 3 implemented the “active-recommendation”. App 1 turned out to have the
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highest acceptance rate, but this seemed to be due to users accepting without reading the privacy

policy. App 3 gave users the best experience by reducing their cognitive load and allowing them

to fully understand the level of privacy they were giving up. Nget, Cao, and Yoshikawa (2018)

set out to find a balance between money and protection of personal data through a data market.

After taking a survey to estimate the type and value of information that will be sold, pricing for

different sorts of data were made. Using this pricing, they were able to create a framework for a

personal data market that more fairly compensates people for the loss of their privacy. Chong

Wang, Cong Wang, and Zhang (2021) explored digital privacy from different perspectives and

narrowed it down to three main ideas. These ideas are privacy as a psychological need, privacy

as an economic tradeoff, and privacy as a technical artifact. In the psychological need for

privacy, a new construct, “peer privacy concern,” was found. This idea was that people feel that

it is impossible to maintain their privacy due their peers being online. When exploring privacy as

an economic tradeoff Chong Wang, Cong Wang, and, Zhang found the same “privacy paradox”

as mentioned earlier. When looking at privacy as a technical artifact, a possible solution was

found where using machine learning models were used to send masked results and ensure

privacy of the user.

Participants

Participants include people who buy data and like Digital Advertising Alliance (DAA).

This is an organization of big advertisers who together self-regulate online advertising

(YourAdChoices 2023). Mr. Signorelli, counsel for the DAA explains how they want to “Provide

standards and transparency for digital advertising,” (Signorelli 2018). To do so, the DAA has

developed tools that can help protect privacy like the ability to opt out of targeted advertising.

Other participants include the consumers and people who protect them. The Electronic Privacy
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Information Center (EPIC), is a non-profit organization who helps maintain Americans' right to

privacy (EPIC 2023). EPIC Board Chair Zuboff says, “the fight for privacy as a fundamental

right and an essential condition of a democratic society, has never been more urgent.” EPIC sees

data brokers as “the hidden engine of the surveillance economy,” and a threat to Americans'

privacy. To combat this, EPIC has pushed for restrictions on the data broker industry and

protections for the consumers to help end data being “commercially exploited by brokers,”

(EPIC 2023). The Federal Trade Commission (FTC) is a government agency that also works

towards protecting online security. FTC Chairman Joe Simons explains that, “The Department of

Justice is committed to protecting consumer data privacy,” and “ensuring that social media

companies (...) do not mislead individuals about the use of their personal information,” (FTC

2019). Data collectors and social media companies like Meta are also involved. Meta strives

towards growing their business and increasing their number of users of their services. To do so,

they created social media platforms they believe are “inherently personalized,” and see that

“providing ads tailored uniquely to users is a necessary and essential part of the service,”

(Bushard 2023). To create this personalization, Meta collects large amounts of personal data.

Twitter is another social media account that strives to increase its revenue and users, while also

creating a “global town square” (CNBC 2023). In doing this though, twitter has also collected a

significant amount of data. Twitter has collected phone numbers and email addresses, and used

this information to help target users with ads.
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