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Abstract
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Owing to their large dynamical timescales, the stellar haloes of Milky Way (MW)

sized galaxies represent ideal environments to test modern theories of galaxy forma-

tion within the Λ-CDM paradigm. Only in stellar haloes can the remnants of hier-

archical accretion both be preserved over long timescales as in-tact dwarf satellites

or as tidal debris and be easily distinguished from the underlying smooth structure.

Stellar haloes, however, remain some of the most difficult galactic structures to study

due to their large angular extent (to Rvirial) and extremely low surface brightness

(∼> 30 mag arcsec2). Thus, the basic properties of stellar haloes – the overall stellar

distribution, substructure fraction, global kinematics and detailed stellar content –

remain relatively unconstrained.

First, we revisit the development of the modern theory of stellar evolution —

in particular, the visualization of this evolution from the Hertzsprung-Russell dia-

gram. Key to this understanding was the proper placement of the star cluster stellar

sequences in order of their age, a task accomplished in the realization of the evolution-

ary link between the well known dwarf and giant sequences: the subgiant branch. We

show that the Mt. Wilson spectroscopic program of the early 20th century discovered

the subgiant sequence in their 1935 catalog of stellar absolute magnitudes derived

from the technique of spectroscopic parallax — several decades before they were to

be discovered within the stellar sequences of nearby star clusters.

Second, we present the Spectroscopic and Photometric Landscape of the An-

dromeda Stellar Halo (SPLASH) project, a decade long observational campaign to

understand the current structure and the the formation of the Andromeda (M 31) stel-

lar halo. The halo of M 31 remains the only extragalactic stellar halo whose resolved

stellar content is within reach of current ground based facilities on the large scale

required to constrain its basic properties. The combination of Washington+DDO51
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imaging to isolate red giant candidates and moderate resolution spectroscopy has

allowed the SPLASH project to identify bone fide M 31 halo member stars at 32

mag arcsec−2, which are buried beneath a Galactic foreground of many times higher

surface brightness. This thesis presents a campaign that has resulted in the largest

sample of stellar halo member stars beyond Rproj ∼ 120 kpc (∼1/3 Rvirial) in any

galaxy. We utilize the large angular extent of these member stars on the sky (R > 8◦)

to measure the transverse motion of the M 31 system, using the variable projection

of this motion onto its member stars at large angular separations. The technique

is found to be comparable in precision to other statistical and direct proper motion

studies and this effort is the first step to a global kinematical modelling of the halo

using this unique kinematic sample.

Third, we use deep imaging to 29 mag arcsec−2 to reveal merger debris NGC 5387,

an edge-on disk disk galaxy similar to the Milky Way. The debris are found to be

consistent with the merger of a dwarf satellite galaxy at a 1:10 mass ratio. The

progenitor of the tidal debris is identified as a relatively compact (∼1 kpc) region

undergoing extreme star formation at a rate of 2 M⊙ year−1, consistent with a massive

star density of 1200 stars kpc−1 — making it similar to the conditions observed in

super star clusters typically identified in more massive mergers. Despite showing

chemical properties consistent with a galaxy of its original mass, we show that this

galaxy is unique among samples of nearby dwarf galaxies regardless of environment,

both in its integrated colors and in its star forming properties. From comparison to

detailed numerical modelling, we infer the extreme star formation was induced by

a recent passage through the NGC 5387 disk and that the satellite remnant could

continue forming stars through an additional disk passage. We show that were this

galaxy undisturbed, i.e., had its stellar halo not been stripped, it would have colors
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consistent with those objects in the “green valley” for dwarf satellites, suggesting

opportunities to probe extreme star formation environments need not only occur on

the ‘star forming sequence’. Lastly, we apply a set of non-parametric morphology

metrics to our imaging for NGC 5387, which suggest it would be identified as a 1:1

merging system in ‘blind’ morphological surveys in rest-frame UV.
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sentation in A35), and adding noise from a uniform distribution. In
panel c, the light grey dot-dash distribution is the original sample, and
the thick grey is the resulting sample after rejecting outliers and isolat-
ing the peaks. As in panel b, the mean value of each peak is preserved,
but the resulting dispersion is suppressed from the outlier rejection.
Though, we note that if all points are used in to fit each of the three
distributions, then the true intrinsic dispersion is recovered. . . . . . 84
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3.1 Demonstration of how the the center-of-mass motion of M 31 projects
onto the heliocentric line-of-sight velocity for widely separated tracers.
(a) Schematic illustration of center-of-mass motion of an object in
the sky plane along two dimensions — vsys along the line-of-sight to
the center of mass and vN perpendicular to vsys — and the effect of
observing tracers at lines-of-sight at widely separated angles, ρ. Vectors
are not drawn to scale and the tracer (black star) has no internal motion
with respect to the center-of-mass (vint,los=0). For a tracer at ρ ∼ 0,
the line-of-sight of the center of mass and of the tracer are aligned,
such that vlos ∼ vsys. For a tracer at ρ>0, the line-of-sight for the
tracer is no longer aligned with that for the center of mass vlos 6= vsys,
where the magnitude of the difference depends on both the radial (ρ)
and azimuthal (φ) location of the tracer. (b) The predicted magnitude
for the projection of the M 31 center-of-mass motion as measured by
vdm12 computed along appropriate lines-of-sight for Rproj ∼ 2/3 Rvirial

(∼ 14◦ or 200 kpc). The values are computed using Equation 3.6 and
assuming no internal motion (vint,los = 0) and are plotted for each (ρ,φ)
using the color bar at the top of the panel. The ρ and φ dependence
of vlos mimics a rotation approximately aligned with the plane of the
sky, as was first noted by Hertzsprung (1920) for observations of the
Large Magellanic Cloud. . . . . . . . . . . . . . . . . . . . . . . . . . 96

3.1 cont. (b) The predicted magnitude for the projection of the M 31
center-of-mass motion as measured by vdm12 computed along appro-
priate lines-of-sight for Rproj ∼ 2/3 Rvirial (∼ 14◦ or 200 kpc). The
values are computed using Equation 3.6 and assuming no internal mo-
tion (vint,los = 0) and are plotted for each (ρ,φ) using the color bar at
the top of the panel. The ρ and φ dependence of vlos mimics a rotation
approximately aligned with the plane of the sky, as was first noted by
Hertzsprung (1920) for observations of the Large Magellanic Cloud. . 97
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3.2 Spatial distribution of dwarf satellite galaxies and globular clusters
used to estimate the transverse motion of M 31 as described in Section
3.3. The angular coordinates (ρ,φ) of the objects (see Table 3.1) are
projected onto a Cartesian coordinate system (XM31, YM31). Globular
cluster are plotted as red circles, whereas satellite galaxies are divided
into early type as blue squares and late type or purple diamonds. Ob-
jects classified as potential members of halo substructure (as described
in Section 3.3.2), are shown as black pluses. Due to the large angular
separations of some satellite galaxies (p >15◦), two visualizations are
required. (a) The wide field distribution of M 31 satellites and globular
clusters scaled to show the relatively distant satellite galaxies: IC 10,
Andromeda XXVIII, Pegasus, and IC 1613. (b) The more familiar vi-
sualization of the M 31 halo spanning the approximate area imaged by
PAndAS (Ibata et al. 2014). Here the ρ <5◦ exclusion due to potential
associations with substructure is particularly visible. Satellite galaxies
in this range are all included, since none have any clear associations
with the substructure from kinematical and imaging studies. . . . . 101

3.2 cont. (b) The more familiar visualization of the M 31 halo spanning
the approximate area imaged by PAndAS (Ibata et al. 2014). Here the
ρ <5◦ exclusion due to potential associations with substructure is par-
ticularly visible. Satellite galaxies in this range are all included, since
none have any clear associations with the substructure from kinemat-
ical and imaging studies. . . . . . . . . . . . . . . . . . . . . . . . . . 102

3.3 Behavior of the M 31 three-dimensional motion components, (panel i)
vsys, (panel ii) vwest, (panel iii) vnorth, as they are fractionally con-
taminated by known substructure using the additive (sub-fig a) and
replacement (sub-fig b) techniques. Individual results from the Monte
Carlo procedure are shown for each substructure fraction as light grey
points. The mean and one standard deviation (1σ) range for each sub-
structure fraction is over plotted in black. The value determined by our
fit (e.g., that of Section 3.3.3) is the horizontal dot-dash line and the
1σ range is shaded between the dashed horizontal lines. (a) Results
of the additive substructure technique by which the normal sample is
supplemented with objects from the known substructure sample. For
all three parameters, the a contamination fraction >50% significantly
bias the result. (b) Results of the replacement substructure technique
by which the objects in the normal sample are replaced randomly by
objects from the substructure sample. Contamination fractions >35%
result in a 1σ disagreement from the initial result. . . . . . . . . . . 108
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3.3 cont. (b) Results of the replacement substructure technique by which
the objects in the normal sample are replaced randomly by objects
from the substructure sample. Contamination fractions >35% result
in a 1σ disagreement from the initial result. . . . . . . . . . . . . . . 109

3.4 Map of the M 31 stellar halo as probed by the SPLASH survey. The
satellites Andromeda VI and Andromeda XXVIII are not shown due
to their large angular separations (ρ=19.8◦ and ρ=27.9◦, respectively;
see Figure 3.2a). The full extent of the SPLASH survey, including
the KPNO4m+MOSAIC imaging (open boxes), Keck+DEIMOS spec-
troscopy (blue filled rectangles), and MMT+Hectospec spectroscopy
(blue open circles) are given. The footprint of the different telescopes
and instruments are to scale, but the symbol size for the globular
clusters and dwarf satellites are not. Dashed rings indicate the radii
of 2◦, 4◦, 6◦, 8◦, and 11◦, corresponding to projected distances of
22.5 kpc, 45 kpc, 90 kpc, 120 kpc, and 165 kpc, respectively. Those
KPNO4m+MOSAIC imaging fields for the spectroscopic outer halo
campaign (see discussion in Section 3.4.1) are highlighted as thick
boxes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

3.5 Demonstration of the dwarf-giant separation technique permitted by
our Washington+DDO51 imaging for the dwarf satellite galaxy An-
dromeda VII (R. Beaton, in preparation). (a) de-reddened color-color
diagram, (M − T2)◦-(M − DDO51)◦, emphasizing the two dominant
stellar populations in our deep imaging: (i) the foreground MW dwarf
“swoosh” (blue schematic) and (ii) the “cloud” of M 31 giant candi-
dates. (b) The corresponding color-magnitude diagram, (M − T2)◦-
M◦, in which the faint end of the MW main sequence (blue schematic)
overlaps the magnitudes and colors for the Andromeda VII (and by
proxy the M 31) red giant population (red schematic). The green
schematic is a main sequence for a MW substructure, Triangulum
Andromeda (Majewski et al. 2004). (c) The sky distribution of the
two populations. (d) The color-color diagram as in panel (a), but
with the points color coded by their giant probability (gprob; Section
3.4.1). Objects on the dwarf “swoosh” have gprob=0 (black), where as
those in the giant “cloud” have gprob increasing proportional to their
separation from the “swoosh” (where gprob=1 is red). (e) The color-
magnitude diagram as in panel (b), but those source with gprob ∼0
are excluded and the remaining points are color coded as in panel (d).
(f) The sky distribution as in panel (c), but with the same coding and
exclusions as in panel (e). The contrast between the galaxy population
and the foreground populations is greatly enhanced and permits pho-
tometric pre-selection of likely M 31 red giants at the extremely low
surface densities required in the outer halo. . . . . . . . . . . . . . . 118
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3.6 Demonstration of dwarf giant separation as a function of M −T2 color
for two dwarf Spheroidal fields, Andromeda VII (top) and Andromeda
XIV (bottom), in the SPLASH footprint (R. Beaton, in preparation).
These two satellites were chosen because they have overall similar num-
bers of red giant stars and are located near the Galactic latitude ex-
tremes of the SPLASH survey coverage (b=-9.96◦ and b=-33.17◦, re-
spectively) and thereby demonstrate the level of foreground contami-
nation present across the survey fields. . . . . . . . . . . . . . . . . . 125

3.7 Washington+DDO51 photometry (panels i and ii) and spectroscopic
target selection (panels iii and iv) for the eight new Keck+DEIMOS
masks at 120 kpc (the R08 ring): (a) R08A011, (b) R08A071, (c)
R08A101, (d) R08A149, (e) R08A197, (f) R08A250, (g) R08A281,
(h) R08A311. In each of the sub-figures a-h the panels are as follows:
(i) Color magnitude diagram color coded by the giant probability, or
gprob, as indicated by the color bar at the lower left. The mean color
and magnitude errors are indicated by the thick red pluses on the left
for the range of magnitudes spanned by the diagram. (ii) Color color
diagram color coded by gprob. (iii) Color magnitude diagram with all
star-like sources as black points and the spectroscopic targets indicated
by larger symbols. Those objects spectroscopically classified as failures
or too noisy for measurement are filled circles, those objects classified
as galaxies are filled squares, and stellar objects are filled diamonds.
Each target symbol is color coded by its gprob value. (iv) Color-color
diagram with symbols as in panel (iii). The need to “fill” masks with
sources often leads to inefficient targeting at these low stellar densities
(as compared to the stellar density of Andromeda VII in Figure 3.5). 129

3.7 cont. — Washington+DDO51 photometry and spectroscopic target
selection for R08A071. . . . . . . . . . . . . . . . . . . . . . . . . . . 130

3.7 cont. — Washington+DDO51 photometry and spectroscopic target
selection for R08A101. . . . . . . . . . . . . . . . . . . . . . . . . . . 131

3.7 cont. — Washington+DDO51 photometry and spectroscopic target
selection for R08A149 . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

3.7 cont. — Washington+DDO51 photometry and spectroscopic target
selection for R08A197. . . . . . . . . . . . . . . . . . . . . . . . . . . 134

3.7 cont. — Washington+DDO51 photometry and spectroscopic target
selection for R08A250. . . . . . . . . . . . . . . . . . . . . . . . . . . 135

3.7 cont. — Washington+DDO51 photometry and spectroscopic target
selection for R08A281. . . . . . . . . . . . . . . . . . . . . . . . . . . 136

3.7 cont. — Washington+DDO51 photometry and spectroscopic target
selection for R08A311. . . . . . . . . . . . . . . . . . . . . . . . . . . 137
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3.8 Washington+DDO51 photometry (panels i and ii) and spectroscopic
target selection (panels iii and iv) for the new MMT+Hectospec ob-
servations at Rproj=120 kpc (the R08 ring): (a) R08A101 and (b)
R08A197. In each of the sub-figures the panels are as follows: (i) Color
magnitude diagram color coded by the giant probability, or gprob, as
indicated by the color bar at the lower left. The mean color and mag-
nitude errors are indicated by the thick red pluses on the left for the
range of magnitudes spanned by the diagram. (ii) Color color diagram
color coded by gprob. (iii) Color magnitude diagram with all star-
like sources as black points and the spectroscopic targets indicated by
larger symbols. Those objects spectroscopically classified as failures
or too noisy for measurement are filled circles, those objects classified
as galaxies are filled squares, and stellar objects are filled diamonds.
Each target symbol is color coded by its gprob value. (iv) Color-color
diagram with symbols as in panel (iii). The combination of a larger
field-of-view (∼1◦) and larger number of targets per configuration, re-
sult in broader color and magnitude coverage, albeit at a shallower
magnitude limit (T2 ∼ 21.0) then those of Keck+DEIMOS (Figure
3.7). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

3.8 cont. Washington+DDO51 photometry for new MMT+Hectospec
spectroscopy in R08197. . . . . . . . . . . . . . . . . . . . . . . . . . 145

3.9 Example stellar spectra obtained with MMT+Hectospec over the rest
wavelength range from λ3850 Åto λ 8850 Å. Red dotted lines indi-
cate the wavelengths for the stellar absorption features used for the
radial velocity measurement and evaluation (Section 3.4.3 and Ta-
ble 3.6). Spectral regions shown in black are at native resolution
(∼1.22Åpixel−1), whereas those regions in grey have been smoothed
with a median filter. The approximate passbands of the M (λcent =
5100 Å; green), DDO51 (λcent = 5415 Å; purple), and T2 (λcent = 8204
Å; orange) filter are indicated as filled boxes. The six objects span the
full (M − T2)◦ and (M −DDO51)◦ range of the spectroscopic targets. 146
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3.10 Demonstration of the likelihood diagnostics of Gilbert et al. (2006)
for the SPLASH dataset used in this work (Section 3.4. (a) A color-
magnitude space defined relative to fiducial M 31 isochrones. (b) The
heliocentric radial velocity (vhelio). (c) A parameter derived from the
DDO51 magnitude, fDDO51. (d) A space defined from the (V − I)◦,
a proxy for stellar temperature (spectral type), against the equivalent
width of the Na I doublet at λ8200 Å, a quantity sensitive to surface
gravity (luminosity class). (e) A two dimensional space comparing
the photometric and spectroscopic estimates of metallicity ([Fe/H]).
In each of the panels, the hashed contours define the probability dis-
tributions from Gilbert et al. (2006) for the giants (red) and dwarfs
(blue). (f) Marginal distribution of final likelihood values, which are
computed from the individual likelihoods as described by Equation
3.10. The dashed grey histogram indicates those objects more likely
to be dwarfs and the solid black histogram those objects more likely
to be giants. Stars more likely to be dwarfs are plotted as grey points
in panels (a) - (e), and those stare more likely to be giants are shown
as black points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

3.11 Comparison of measurements used in the likelihood calculation that
are derived from spectroscopy for stars common to the Keck+DEIMOS
and MMT+Hectospec samples. (a) Comparison of a sample spectrum
from MMT+Hectospec (top) to that of Keck+DEIMOS (bottom) for
the spectral range relevant for the equivalent width measurements. The
rest wavelengths of the spectral lines for the infrared Na Doublet (Na
D) and the infrared calcium triplet (Ca T) are indicated as dashed
vertical lines. The spectral regions used to estimate the continuum
(Fcont) and measure the line flux (Fλ) for either set of spectral features
is shaded as green for the continuum and purple for the line flux (ex-
act values are given in the text and in Table 3.6). (b) Comparison of
the heliocentric radial velocities (vLOS). (c) Comparison of the NaD
equivalent width. (d) Comparison of the CaT equivalent width. In
each of panels (b), (c), (d) unity trend is shown as a dotted line and
the mean difference between the two datasets is shown as a hashed line
for panel d only, as the relationships in panels b and c are consistent
with unity. The equivalent widths compared in panel (c) and (d) were
measured using identical techniques, although masking of sky subtrac-
tion residuals was required for the MMT+Hectospec data. Generally,
the results from the MMT+Hectospec campaign are consistent with
those of the higher resolution Keck+DEIMOS data, albeit with larger
measurement uncertainties. . . . . . . . . . . . . . . . . . . . . . . . . 159
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3.12 Comparison of the giant probabilities computed in the diagnostic spaces
(i.e., Figure 3.10) for stars common to the Keck+DEIMOS and MMT+Hectospec
samples. (a) Likelihood being an M 31 giant from the radial velocity
(L(RV )). (d) Likelihood of being an M 31 giant from the (V − I)◦-
Na EqW space (L(Na − V I)). (c) Likelihood of being an M 31 gi-
ant from the spectroscopic-photometric [Fe/H] space (L(Fe/H)). (d)
Mean likelihood (L) from the three spaces depicted here and two relying
on photometry. (e) M 31 class as described in Section 3.5.2. In all three
spaces, a unity trend-line is shown in grey and the space for consistent
M 31 or MW classification for both spectral quantities is given by the
hashing or angled hashing, respectively (the white spaces demonstrate
inconsistent classification). Unfortunately, the stars common to both
samples are all relatively high likelihood MW dwarfs, which severely
restricts the parameter space probed by these comparisons. The com-
parisons, however, tend to agree in their overall classification. . . . . 164

3.13 Exploration of potential bias in the the vLOS distribution induced by
the likelihood (L) and m31class parameters of Gilbert et al. (2006).
The sample of stars shown here is culled of both dwarf satellite member
stars (Section 3.5.1) and kinematically cold components (Section 3.5.3).
(a) Marginal distributions of heliocentric line-of-sight velocities (vLOS)
for a series of cuts on the overall M 31 likelihood (L; Equation 3.10) as
indicated by the legend in the upper right of the panel. (b) Marginal
distributions of vLOS for a series of cuts on m31class as indicated by
the legend in the upper right of the panel. (c) Mean vLOS calculated
for a set of samples with different cuts on L. The standard error on the
mean is shown in black and the color coding of the points is such to
match the corresponding distribution in (a). (d) Mean vLOS calculated
for a set of samples with different cuts on m31class. As is detailed in
the text, those cuts that isolate “cleanest” samples of M 31 stars have
the unintended consequence of biasing the overall vLOS distributions
to both larger mean blueshifts and to smaller overall dispersions (i.e.,
a “colder” population). . . . . . . . . . . . . . . . . . . . . . . . . . . 166
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3.14 Exploration of potential bias in the three dimensional M 31 center-of-
mass motion induced by the halo giant selection criteria for a range of
cuts on those criteria. In each sub-figure a - c, the individual panels
show the behavior of (i) vsys, (ii) vwest, (iii) vnorth, and (iv) σ. (a)
Exclusion of kinematically cold components (kcc) using the proximity
to the peak in terms of its dispersion (Section 3.5.3). (b) Constriction
on overall likelihood (L; Equation 3.10). (c) Constriction on m31class
(Section 3.5.2). The parameter tested in each of the sub-panels is
studied holding all other parameters fixed. Inferences from these tests
are discussed in Sections 3.6.2, 3.6.2, and 3.6.2 for each of the sub-
panels a, b, c, respectively. . . . . . . . . . . . . . . . . . . . . . . . 174

3.14 cont. Exploration of potential bias from the constriction of L selection
criterion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

3.14 cont. Exploration of potential bias from the constriction of the m31class
selection criterion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

3.15 Exploration of potential bias in the three dimensional bulk center-
of-mass motion of M 31 induced by unidentified substructure, for the
three components: (panel i) vsys, (panel ii) vwest, (panel iii) vnorth, as
they are fractionally contaminated by known substructure using the
additive (sub-fig a) and replacement (sub-fig b) techniques. Individual
results from the Monte Carlo procedure described in Section ?? are
shown for each substructure fraction as light grey points. The mean
and one standard deviation (1σ) range for each substructure fraction
is overplotted in black. The value determined by our fit (e.g., that of
Section ??) is the horizontal dot-dash line and the 1σ range is shaded
between the dashed horizontal lines. The grey dashed line in each
panel represents the result of a fit that includes both the substructure
and halo samples. (a) Results of the additive substructure technique
by which the normal sample is supplemented with objects from the
known substructure sample. For all three parameters, the a contami-
nation fraction >∼10% significantly bias the result. (b) Results of the
replacement substructure technique by which the objects in the nor-
mal sample are replaced randomly by objects from the substructure
sample. Contamination fractions >∼5% result in a 1σ disagreement
from the initial result. . . . . . . . . . . . . . . . . . . . . . . . . . . 181

3.15 cont. (b) Results of the replacement substructure technique by which
the objects in the normal sample are replaced randomly by objects
from the substructure sample. Contamination fractions >∼5% result
in a 1σ disagreement from the initial result. . . . . . . . . . . . . . . 182
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3.16 Transverse motion, vW , vN , measurements for M 31. (a) Measurements
from different techniques using individual tracers: direct HST proper
motions (square), statistical tests using the motions of dwarf satellite
galaxies (circles), and that of the halo stars (five pointed star). Each
point is color-coded based on the source of the measurement, either
vdM12 (yellow), vdMG08 (red), this work (blue). (b) Error weighted
mean measurements for the following: all techniques employing the
satellites (circle), all of the direct HST proper motion measurements
(square), and the halo stars (star). The final error weighted mean
transverse motion is shown in black. Both the individual measurements
and the mean values are given in Table 3.7. . . . . . . . . . . . . . . 188

3.16 cont. (b) Error weighted mean measurements for the following: all
techniques employing the satellites (circle), all of the direct HST proper
motion measurements (square), and the halo stars (star). The final
error weighted mean transverse motion is shown in black. Both the
individual measurements and the mean values are given in Table 3.7. 189

4.1 SDSS color image of NGC 5387; in panel a, inset in the greyscale R
band image from VATT, in panel b, merged with GALEX FUV and
VATT imaging, and in panel c, a schematic view of the system. The
color image reveals NGC 5387 to have the features typical of a Milky
Way type spiral galaxy, except for a small blue region on the north-
western extent of the outer disk. The deep R band image (panel a)
highlights a narrow stellar stream extending from the north-eastern
outer disk to the east, with a connection to another, broader feature
on the western side of the disk. The bright circular regions on disk near
the stream, a yellow-orange region and a blue-white region, are both
foreground stars. In panel b, the bright FUV emission at the location
of the blue overdensity is emphasized and its alignment with the stellar
stream. In panel c, the the NGC 5387 disk is shown in dark grey, the
stream in light grey, the blue overdensity in light blue, and the two
foreground stars in yellow and white. Panel c is intended to aid in the
identification of features in panels a and c and does not represent an
accurate physical interpretation of the system. . . . . . . . . . . . . 204
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4.2 VATT B (a), V (b) and R (c) imaging of NGC 5387. The images are
astrometrically aligned and calibrated for surface brightness. The grey
scale-bar on the right displays the surface brightness with asinh stretch
as indicated in the sidebar. Contours (in light blue) are shown at the
following surface brightness values, in mag arcsec−2: (26.5, 26.0, 25.5,
25.0, 24.5, 23.5, 22.5, 21.5), (26.0, 25.5, 25.0, 24.5, 24.0, 23.0, 22.0,
21.0, 20.0), and (25.5, 25.0, 24.5, 24.0, 23.0, 22.0, 21.0, 20.0), for B, V
and R respectively. An ellipse (red dashed), as described in the text,
is overlaid on the stream to emphasize the stream and its alignment
with the blue overdensity. . . . . . . . . . . . . . . . . . . . . . . . . 205

4.2 cont. (b.) VATT V imaging of NGC 5387. The grey scale-bar on the
right displays the surface brightness with asinh stretch as indicated
in the sidebar. Contours (in light blue) are shown at the following
surface brightness values, in mag arcsec−2: (26.0, 25.5, 25.0, 24.5, 24.0,
23.0, 22.0, 21.0, 20.0), for V . An ellipse (red dashed), as described
in the text, is overlaid on the stream to emphasize the stream and its
alignment with the blue overdensity. . . . . . . . . . . . . . . . . . . 206

4.2 cont. (c.) VATT R imaging of NGC 5387. The grey scale-bar on the
right displays the surface brightness with asinh stretch as indicated in
the sidebar. Contours (in light blue) are shown at the following surface
brightness values, in mag arcsec−2: (25.5, 25.0, 24.5, 24.0, 23.0, 22.0,
21.0, 20.0) for R. An ellipse (red dashed), as described in the text, is
overlaid on the stream to emphasize the stream and its alignment with
the blue overdensity. . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

4.3 GALEX FUV (a.), (B−V ) (b.) and (B−R) (c.) maps of NGC 5387.
As in Figure 4.2, the maps are astrometrically registered and an ellipse
is over-plotted to indicate the position of the stellar stream (red dashed
on the left and green dashed in the center and right panels). The blue
overdensity as described in the text is very bright in the FUV image
(left) and has (B − V ) and (B − R) (center, right) colors remarkably
dissimilar from the mean colors of NGC 5387. The blue overdensity is
also different from the color of stream, which is overall similar to those
of the NGC 5387 disk. . . . . . . . . . . . . . . . . . . . . . . . . . . 213

4.3 (b.) (B − V ) map of NGC 5387. As in Figure 4.2, the maps are
astrometrically registered and an ellipse is over-plotted to indicate the
position of the stellar stream (red dashed on the left and green dashed
in the center and right panels). The blue overdensity as described in
the text is very bright in the FUV image (left) and has (B − V ) and
(B − R) (center, right) colors remarkably dissimilar from the mean
colors of NGC 5387. The blue overdensity is also different from the
color of stream, which is overall similar to those of the NGC 5387 disk. 214
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4.3 (c.) (B − R) map of NGC 5387. As in Figure 4.2, the maps are
astrometrically registered and an ellipse is over-plotted to indicate the
position of the stellar stream (red dashed on the left and green dashed
in the center and right panels). The blue overdensity as described in
the text is very bright in the FUV image (left) and has (B − V ) and
(B − R) (center, right) colors remarkably dissimilar from the mean
colors of NGC 5387. The blue overdensity is also different from the
color of stream, which is overall similar to those of the NGC 5387 disk. 215

4.4 Rest frame wavelength LBT+MODS spectrum for the blue overdensity
in the outer disk of NGC 5387, with insets of the Hα and Hβ spectral
windows. The spectrum exhibits nebular emission lines consistent with
an HII region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

4.5 Comparison of the spectral properties of the NGC5386 blue overdensity
to the fiducial Starburst 99 model, with a Salpeter IMF (α = 2.35) and
with upper mass cutoffs of 100 M⊙ (dark grey) and 30 M⊙ (grey). In
the top panels, the Hα equivalent width (EqWHα, left) and the number
of ionizing photons per second (N(H◦)s−1, right) are used to estimate
the age of the star forming region, resulting in a mean value of 8 × 106

years. In the bottom left panel, the age of the star forming region is
compared to the total V (B) band magnitude, MV (MB) as the solid
(dashed) thick lines. In the bottom right panel, the age of the star
forming region is compared to the model (B − V )o colors to confirm
the internal reddening derived from the Balmer decrement method.
In each panel the the “mean” value from comparison is shown as a
dotted line, and the permitted “range” of values permitted from the
uncertainty in each of the the measurements are shown as a dashed box. 225

4.6 The observed size - Hα luminosity - type relationship for the sample
of HII regions considered in Kennicutt (1984). The regions are coded
by the type of HII region: multiple core complexes as stars, shell as
squares, diffuse as triangles, high surface brightness as diamonds and
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Chapter 1

Introduction and Overview
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Owing to their large dynamical timescales, the stellar haloes of Milky Way (MW)

sized galaxies represent ideal environments to test theories of galaxy formation within

the Λ-CDM paradigm. Only in stellar haloes can the remnants of hierarchical accre-

tion be preserved over long timescales as in-tact dwarf satellites or as tidal debris,

both of which can be easily distinguished from the underlying smooth structure. The-

oretical explorations of stellar haloes come in two classes: (i) those at a cosmological

scale that make predictions of generic processes of galaxy formation, and (ii) those

that simulate the formation of an individual galaxy. The former has revealed the

large-scale process of hierarchical formation, that galaxies form via the accumulation

of mass cannibalized from its companion galaxies, where as the latter better informs

how, at the individual galaxy level, the accretion process can be viewed observation-

ally. Both the global, generalized view and the specific predictions are fundamental

to drive appropriate observational probes of these structures.

Despite the vast theoretical framework underpinning hierarchical formation, stel-

lar haloes, however, remain the most difficult galactic structure to constrain obser-

vationally due to their intrinsically low surface brightness (e.g., low stellar density)

and to their large extent relative to the higher surface brightness disk and bulge

(e.g., hundreds of kpc). Thus, the even the most basic properties of stellar haloes –

the overall stellar distribution, substructure fraction, global kinematics and detailed

stellar content – remain relatively unprobed observationally even for the most well-

studied local galaxies. Furthermore, a statistical characterization of these properties

across a large sample of galaxies, e.g., a sample that averages over discrete accre-

tion histories and (potentially) variations in local baryon density, is nearly impossible

given the current state of observations. This thesis aim to add to our observational

understanding of stellar halos as a probe of galaxy formation and evolution within
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the Λ-CDM paradigm.

There are two observational approaches to the study of stellar halos: (i) highly

detailed kinematical and photometric portraits of the resolved stellar content, and (ii)

global views of halo substructure in integrated light. We present both a detailed, star-

by-star characterization of the Andromeda (M 31) stellar halo — the only stellar halo

besides our own accessible with current facilities — that extends to a truly “global”

scale by the use of specialized observational techniques and a global or ‘birds-eye’

view of the sub-structure within the halo of the distant edge-on spiral, NGC 5387. In

this chapter, we briefly motivate the study of stellar haloes in relation to the larger

goal of deciphering the phases of galaxy formation and evolution.

1.1 The Λ-CDM Paradigm

The notion that there was more mass in the Universe than could be accounted for

from a characterization of luminous matter is not a new one. As early as Zwicky

(1933), it was noted that the intra-cluster line-of-sight velocities within galaxy clusters

were too large to be supported from a mass follows light approach for modelling the

mass structure of the cluster. More conclusive evidence came from Rubin & Ford

(1970) whose observations of HII regions in the M 31 disk demonstrated a flat rotation

curve, suggesting that additional unseen mass must exist at large radii (∼10 kpc).

Roberts & Rots (1973) found similar results for a sample of three spiral galaxies.

Both Ostriker et al. (1974) and Einasto et al. (1974) used motions of satellite galaxies

around larger hosts to demonstrate additional dark mass was required to keep said

satellites bound to their parent. Later results based on samples of tens of galaxies of

different morphological types in Rubin et al. (1980) and Rubin et al. (1985) made it

clear that a significant portion of the matter in galaxies was dark.
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In these early studies the term ‘dark matter’ generically referred to any matter

whose existence could only be inferred by its gravitational effect, whereas today the

term generically refers to a class of yet undetermined subatomic particles. Thus,

initial efforts also explored the potential of “baryonic dark matter” to account for the

gravitational effects, the most likely being very low mass stars. As demonstrated in

Peacock (1999), boosting the faint end of the stellar initial mass function to include

more objects in the mass range from Jupiter to brown dwarfs can only account for 20%

more mass than observed (and still not violate existing limits on the number of such

objects), falling far short of that anticipated from the aforementioned gravitational

studies. Thus, there was no ‘faint’ astrophysical object capable of boosting the mass

to its requisite levels.

Efforts then focused on a search for additional fundamental particles, yet undis-

covered or known, that could provide the missing mass on galaxy-scales. Moreover,

the baryon fraction in the early Universe is fixed by observations of big bang nucle-

osynthesis (Peacock 1999) and any massive particles would distort those ratios —

albeit even a large number of the nearly massless neutrinos (or any particle with

similar properties) would not affect the nucleosythetic yields given that such particles

were still ultra-relativistic at the timescale when baryons become locked in. Thus, the

observed properties of baryonic matter do not support a ‘matter like’ particle; more

specifically, any other particle must be weakly coupled to baryonic matter. This class

of particles is referred to as a weakly interacting massive particle (WIMP) and they

come in three classes, as follows:

1. Hot Dark Matter (HDM) — very low mass particles that have relativistic speeds

even at z = 0 (mv10-100 eV);

2. Warm Dark Matter (WDM) — intermediate mass particles (mv ∼ 0.5-2.0 keV);
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3. Cold Dark Matter (CDM) — massive particles that decouple while non-relativistic

(mv > few keV);

At recombination the “speed” of the particle determines its effective horizon or

mixing length within the primordial Universe. This “wavelength” for the particle at

early times can be described as:

λc = 41(
mv

30eV
)−1Mpc, (1.1)

and gives a back of the envelope estimate of the approximate minimum distance scale

at z = 0 for dark matter clustering (Bond & Szalay 1983). Even in the pre-Degree

Field Galaxy and pre-Sloan Digital Sky Survey era, it was apparent that galaxies

clustered on ∼few Mpc scales and galaxies themselves are clusters of mass at ∼Mpc

in scale (Binney & Tremaine 2008, and references therein). Thus, dark matter must

cluster at, at least, for all spatial scales larger than normal galaxies, which places a

limit on the mass of the dark matter particle. Moreover, systematically decreasing

the thermal velocity results in particles able to cluster spatial scales as small as the

diameter of the Earth (Mo et al. 2010).

Insertion of the HDM mass scale into Equation 1.1 result in co-moving wave-

lengths (λc) for an mv=10 (100) eV is 120 (20) Mpc, a scale far larger than the

observed galaxy clustering (Bond & Szalay 1983) and flat rotation curves in spirals

(Rubin & Ford 1970; Rubin et al. 1980, 1985). Thus, “hot” particles were insufficient

to explain the large scale distribution of matter in the universe, which was confirmed

in early simulations using HDM that resulted in a Universe without any large scale

clustering (White et al. 1984). Thus, other efforts proceeded using WDM, CDM,

or combinations thereof, with strong constraints on exotic models coming from the

COBE results (see discussion in Mo et al. 2010). At the time of the COBE results,
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CDM was able to produce reasonable clustering results (albeit at low particle reso-

lution) and was adopted, along with a ‘cosmological constant’ (Λ) to accommodate

for the accelerating Universe, as a part of the “concordance” cosmological model that

was supported by numerous works (see summary in Mo et al. 2010).

Despite its wide adoption, Λ-CDM is not without its problems, though these

appeared as both simulations and observations were able to better probe smaller

mass scales. These criticisms are as follows:

1. the angular momentum problem (AMP);

2. the core-cusp problem (CCP); and

3. the missing satellites problem (MSP).

The AMP refers to over-cooling that occurs for baryons in cosmological simula-

tions of Milky Way sized galaxies, which results in ultra-compact galaxies, instead of

the large (R ∼10’s kpc) disk galaxies observed. The AMP is driven physically by gas

falling into the parent halo that cools quickly to form dense subunits. These subunits

are acted upon by a combination of dynamical friction and gravitational torques to

transfer their angular momentum to the dark matter halo and thereby move into the

central regions of galaxies (Navarro & Benz 1991; Navarro & White 1994). Often

framed as the “angular momentum catastrophe”, three solutions were posited: (i)

an increase in numerical resolution, (ii) feedback capable of putting energy back into

the gas from astrophysical processes, and (iii) warmer dark matter. The insertion

of baryon processes at higher numerical resolution (i and ii) have, at least partially,

solved the AMP and reasonable Milky Way sized galaxies can be produced in simula-

tions (see discussion in Mo et al. 2010), albeit the formalized prescriptions for these

processes are simplistic.
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The CCP relates the ‘internal’ structure of the dark matter halo. Navarro et al.

(1996a) and Navarro et al. (1997) demonstrated a ‘universal’ profile for dark matter

halos of all masses, commonly referred to as the NFW profile. This profile contains

a steeper inner region termed a cusp. Despite over a decade of effort (see detailed

summary in Mo et al. 2010, Section 11.1.2), no galaxy has yet been observed to have

a cusp-y inner dark matter profile, though such observations are difficult because the

inner regions of galaxies can be baryon dominated (e.g., the disk-halo degeneracy)

or have non-axis-symmetric potentials (e.g., VROT is not proportional to R). It is

possible both that observations are incomplete or that cusps could be destroyed due

to secular galaxy evolution. Nevertheless, the striking inability to find cusps in nature

cause serious problems for CDM.

Lastly, the MSP refers to the over prediction of dark matter structure at the

smallest scales, those of the the dwarf satellites (Moore et al. 1999). While hundreds,

if not thousands, of dark matter substructures are predicted by CMD models to

exist in the stellar haloes of Milky Way sized galaxies, only a few dozen are known

at the limits of current surveys (Bullock 2010). Though extrapolation from current

survey footprints to the ‘all sky’ surveys of the next decade suggest that many more

dwarf satellites will be discovered around the Milky Way, it remains to be seen if

a sufficient number can be found (Bullock 2010). Moreover, Boylan-Kolchin et al.

(2011) and Boylan-Kolchin et al. (2012) have indicated that even the known satellites

pose problems for CDM; more specifically, those well studied satellites have dark

matter haloes that are not as dense as their counterparts in simulations. Known as

‘too big to fail,’ this problem suggests a near complete failure of Λ-CDM for the most

massive dwarf satellites, that are too massive for various astrophysical phenomena

(i.e., feedback) to have significantly altered their underlying dark matter halo.
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The combination of these criticisms and the lack of viable solutions from CDM

have re-invigorated the notion of WDM models, which were initially given less atten-

tion than CDM due to concerns over super-symmetry for particle species (Peacock

1999). While early efforts are able to produce realistic dwarf satellites (Lovell et al.

2012) and solve the ’Too Big To Fail’ problem (Lovell et al. 2014), the galaxies still

contain cuspy profiles. Thus, the ultimate solution must fall in a “Goldilocks” zone

of solving problems on both galaxy and satellite galaxy scales, that remains elusive.

However, the observational record at the mass regime where criticisms of Λ-CDM are

applicable are far from complete.

1.2 Motivation:

Halo Formation in the Λ-CDM Paradigm

Cold dark matter (CDM) structure formation models make specific predictions about

the shape, extent and smoothness of halos, but few stellar halos outside the Milky

Way have been explored for even the most basic, global properties. The Milky Way

halo presents serious challenges for study from within, paramount among them being

the Milky Way halo covers the entire sky — and homogeneous study requires sister

telescope+instrumentation with large etandue in both the Northern and Southern

hemispheres. M31 offers a global external perspective and yet is close enough for us to

resolve individual stars. Until relatively recently, however, observations had indicated

that the stellar “halo” of M31 was markedly different from that of the Milky Way,

and implied unexpected diversity for galaxy formation paths. Milky Way halo stars

are old, metal-poor, and have a power-law radial surface brightness profile (R−2.5,

in projection), whereas two decades of comparable M 31 studies had established its
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“halo” to be an extension of its inner bulge: a metal-rich population of [Fe/H]=−0.7

(Durrell et al. 2004; Mould & Kristian 1986) with an exponential decline out to a

radius of Rproj = 20-30 kpc from M31’s center (Pritchet & van den Bergh 1994).

The Spectroscopic and Photometric Landscape of the Stellar Halo (SPLASH) has

contributed to a revision of this traditional picture of M 31. Using a powerful combi-

nation of KPNO/4m+Mosaic optical photometry and Keck/DEIMOS spectroscopy,

SPLASH has identified pure samples of M 31 stars at large projected radii from the

galaxy’s center, which permits study the global properties of a stellar halo using a

single tracer population. It was discovered that, like the Milky Way, M 31 indeed

possesses a metal-poor ([Fe/H]=−1.5), power-law (R−2, in projection) stellar halo

that extends to beyond 150 kpc (Gilbert et al. 2012, 2006; Guhathakurta et al. 2005;

Kalirai et al. 2006; Ostheimer 2003). The true M31 halo begins to dominate over the

inner metal-rich spheroid population beyond R ∼ 20-30 kpc. Other projects (Irwin

et al. 2005; Chapman et al. 2006; Ibata et al. 2007, 2014) have reached similar conclu-

sions about M31’s metal-poor halo based on a combination of wide-field imaging and

deep spectroscopy as part of the Pan-Andromeda Archaeological Survey (PAndAS).

Thus, the true structural disparity between the Milky Way and M 31 stellar halos

appears to lie in the relative sizes of their inner spheroid populations, a difference

easily explained by comparing the orbital properties of the most recent accretions in

either galaxy (Sagittarius in the Milky Way and the Great Southern Stream in M 31).

The discovery of a metal-poor stellar halo in M31 resolved a long-standing mystery

and provided an important clue to indicate overall similar evolutionary paths for M31

and the Milky Way. This alone, however, does not tell the entire story, nor does

this provide a fully comprehensive global picture of halo formation — a question

that still remains unanswered even for our own Milky Way, where multiple scenarios
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for producing halo stars are actively discussed (e.g., Sheffield et al. 2012). Recent

simulations that follow the evolution of baryons as well as dark matter imply that

the inner regions of stellar halos may include stars arising from three distinct origins:

1. stars from accreted dwarf satellite galaxies (Bullock & Johnston 2005),

2. stars formed deep within the potential well of the host galaxy in either the disk

or bulge that were subsequently kicked-out into the halo (McCarthy et al.

2012; Purcell et al. 2010; Zolotov et al. 2009), and

3. stars formed in situ during the early, monolithic collapse phase for the main

halo (Eggen et al. 1962; Samland & Gerhard 2003).

However, there is sufficient uncertainty in the simulations that it is unclear which of

these mechanisms is most important for halo formation. While observations support

accretion as the dominant mode for the formation of the outer halo, observations in

the Milky Way inner halo have been largely inconclusive. Evidence for the presence

of a significant fraction of in situ or kicked out stars has been claimed based on

apparent transitions in the metallicity distributions for local stars in low versus high

eccentricity orbits (Carollo et al. 2007, 2010) and based on transitions between the

orbital properties of local stars with low and high α-abundance (Nissen & Schuster

2011, 2010; Schuster et al. 2012). However, a recent survey of M-giants within 10 kpc

of the Sun found α-element distributions that suggest dominance by accreted stars

even within the innermost regions of the halo (Sheffield et al. 2012).

Studies of these sorts in the Milky Way are beset by several problems. The

first is that our location in the Milky Way makes it difficult to identify, and cleanly

distinguish, the various populations of ancient, low-metallicity stars whose tenuous

densities are swamped by the much higher density stellar disk. To overcome this, one
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typically resorts to winnowing out samples of easily recognizable stellar tracers, but

1. a comprehensive analysis of the halo requires an all-sky survey of such tracers,

2. one needs to have relatively precise line-of-sight distances to the tracers to

formulate their 3-D distribution, and

3. it is now recognized that our view of the stellar halo changes according to what

tracer is adopted (Bell et al. 2010; Sharma et al. 2011) (e.g., M giants, K giants,

MSTO stars, RR Lyrae, BHB stars, etc.),

the latter could explain why descriptions of the local stellar halo differ across the var-

ious studies noted above. In addition, one of the most fundamental properties that

could help elucidate origin scenarios — the ages of halo stars — is extremely difficult

to establish, even in a statistical sense. Presently, our most reliable means by which

to measure the ages of intermediate and old stellar populations is through analysis

of color-magnitude diagrams (CMDs — e.g., via the position of the main sequence

turn-off), which, however, are only sensibly interpretable when the CMD can be cre-

ated for stars at a common distance. It is not clear how much the above-enumerated

observational challenges have contributed to uncertainties in our theoretical under-

standing of how stellar halos form. For example, ΛCDM-based numerical simulations

predict outer stellar halos to be lumpy, flattened, and coursed by streams from satel-

lite accretion (Bullock & Johnston 2005), but these predictions are virtually untested

at large Galactocentric distances due to the limited ability for current large-area pho-

tometric surveys to map standard halo tracers beyond 100 kpc (MSTO, BHB’s, RR

Lyraes, M giants). Meanwhile, even the reality of the “dual halo” used to argue for

multiple origin mechanisms by Carollo et al. (2007) has been challenged (Schönrich

et al. 2011).
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Recent large area (Downes et al. 2004; Green 2013, e.g., SDSS:) and all-sky sur-

veys (Mauron et al. 2004, e.g., 2MASS:) have, however, provided some access to the

intermediate stellar content of the Milky Way, discovering hundreds of second ascent,

asymptotic giant branch (AGB) stars (often identified as “carbon stars”). In both the

optical and near-infrared, AGB stars are particularly luminous and it is feasible to

sample AGB stars with these surveys to ∼150 kpc for non-pulsating stars and >150

kpc for rare variable-type carbon stars (Groenewegen 2005) — though a large fraction

of the known AGB halo population are associated with a single halo substructure, the

Sagittarius stellar stream (Majewski et al. 2003; Ibata et al. 2002). While these stars

have been discovered, their variability (even in NIR) makes spectrophotometrically

estimated distances from their theoretical mean magnitudes challenging, and severely

limits their use as tracers of halo structure.

In the near future, however, highly-sensitive, all-sky observational programs will

come online with the potential to respond to traditional limitations to studying the

large-scale structure of the Milky Way stellar halo. LSST and PAN-STARRS, capa-

ble of imaging the entire sky to greater photometric depths than SDSS, will permit

photometric identification of stellar populations to much greater distances in the

Milky Way halo. GAIA will obtain high-precision distances to one billion stars in the

Milky Way, greatly reducing one of the greatest limitations of global Milky Way work.

Complementary to these efforts, APOGEE, APOGEE-II, and APOGEE-S will ob-

tain high-resolution (R ∼ 22, 500) H-band spectra for over 105 RGB candidates in the

disk(s), bar, bulge, and halo of the Milky Way (Zasowski et al. 2013) to produce a uni-

form database of high-precision radial velocities and chemical abundances (Eisenstein

et al. 2011). In fact, even in its early phase, APOGEE has already serendipitously

discovered hundreds of AGB stars (Zasowski et al. 2013) in the northern hemisphere,
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suggesting that this program has great potential to study both old and intermediate

age populations. While these future datasets will increase access to stellar tracers in

the Milky Way halo and, to a degree, alleviate many of the inherent complications to

backing out Milky Way halo structure, this approach still lacks two components to

translate detailed Milky Way studies into a generalizable form: (i) an unambiguous

global perspective of the halo, and (ii) a comparison system measured at equal detail

to understand galaxy-to-galaxy variation (i.e., cosmic variance).

On the other hand, despite the greater distance to M31 (780 kpc Freedman &

Madore 1990), study of its stellar halo does confer several advantages:

1. large fractions of the halo can be surveyed with limited sky coverage (approxi-

mately 22◦ in diameter),

2. clean samples of halo stars can be extracted, free of disk contamination (M 31

disk inclination i= 77◦),

3. a different, external perspective of a spiral galaxy halo is afforded, with different

dependencies/degeneracies of line-of-sight differences with galactocentric radius,

4. we can confidently identify stars in the outer halo of M31 — to beyond 100 kpc

— a regime presently poorly traced around the Milky Way, and

5. the limited variation of line-of-sight distances to M31 halo stars empowers all

of the tools we have for stellar population analysis of CMDs of field halo stars,

and in particular, the opportunity to use CMDs to gauge the distributions of

stellar ages within the M31 halo becomes possible.

This advantage was exploited in the groundbreaking, deep, optical Hubble Space

Telescope (HST) imaging studies by Brown et al. (2008, 2006b,a) from which access
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to the very faint magnitudes of the M31 MSTO revealed that there are stars covering

a range of ages in M31’s stellar halo (Brown et al. 2008). In particular, the deep

HST fields on a strong tidal debris feature in M31 (the GSS) and associated debris

(in the H11, H13s fields) show conclusive evidence for intermediate-age populations

(Brown et al. 2006b,a). Unfortunately, these studies demand enormous investments

of HST orbits, and, to date, cover only several very narrow pencil-beams. This is not

presently a viable path for a comprehensive assessment of the properties of the M31

halo 1

While large-area (SPLASH) and panoramic (PAndaS) views of the M31 halo

now exist, these optical data sets only reach a few magnitudes down the luminos-

ity function and are beset by the insidious metallicity-age degeneracy of the RGB.

Thus, we are unable to infer stellar ages from SPLASH or PAndaS imaging data

alone. Instead, this degeneracy can only be broken through expensive spectroscopic

metalicities that are able to measure not just [Fe/H], but also [α/Fe] — which also

strongly contributes to the shape of the corresponding isochrones. As a result, the

only observational evidence in M31 that can be brought to bear on the question of in

situ/accreted/kicked-out formation mechanisms in M31 are global metallicity profiles

and gross structural properties (e.g., the change in surface brightness profile from

Sersic to power-law). While these crude constraints compare favorably to the results

of hydrodynamical ΛCDM simulations, they are of insufficient detail to provide preci-

sion measurements or sufficient constraints to adapt simulation techniques (McCarthy

et al. 2012). And while the inner halo of M31 does contain abundant evidence for

accretion by way of substructure, including the spectacular, high-surface brightness

GSS (Ibata et al. 2001), most of M31’s halo remains unexplored to the depths nec-

1The Pan-Chromatic Hubble Andromeda Treasury (PHAT), though vast in area, only images a
portion of the disk and bulge and is insufficient for study of the questions raised here.
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essary to detect more tenuous substructure. Therefore, our view of the M31 inner

halo is dominated by the extensive GSS, whereas a more comprehensive understand-

ing of the merger history — including less dramatic, older, and even more recent

accretion events — remains largely unknown. Thus, there are potentially many more

stellar streams yet to be discovered, with implications for the hierarchical formation

of galaxy halos and missing satellite problem (Klypin et al. 1999; Moore et al. 1999;

Simon & Geha 2007). Naively we would expect to see more structure in intermedi-

ate age stars (assumed to be accreted, with possible contributions from kicked-out

stars) compared to older populations (which could be a mixture of in situ, accreted

and kicked out stars). Moreover, we anticipate that the total count of substructure

should decrease systematically from the outer halo (dominated by accretion) to the

inner halo (a mixture of all three mechanisms).

1.3 Expected Properties for

Halo Formation Mechanisms

Stellar halos provide unique opportunities to probe the overall formation of galaxies,

which is both imprinted on the halo populations and still recoverable due to the long

dynamical timescales. Broadly, this theme has deep roots in the traditional formu-

lation of galaxy formation as “Eggen, Lynden-Bell & Sandage ’in-situ formation’

(Eggen et al. 1962) versus Searle & Zinn (1978) ‘accretion’ ”; the primary datum that

Searle & Zinn used to suggest that the Milky Way experienced late-infall inconsistent

with formation solely by early, in situ formation was a spread in halo age — estimated

to be at least several Gyr — as evidenced by variations in the horizontal branch mor-

phologies of Milky Way halo globular clusters. Our modern understanding of halo
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Fig. 1.1.— Model of the formation of a stellar halo in several observational phase
spaces adapted from Johnston et al. (2008). The rows (top to bottom) illustrate the
present contributions to a model stellar halo that were accreted more than 4, 8, and
12 Gyrs ago, respectively. The columns show projections in surface brightness (left),
metallicity (center) and [α/Fe] (right). Current observational work on nearby stellar
haloes with resolved stars are focused on revealing the surface brightness substructure
(left). While there are some differences in the debris accreted 4, 8 and 12 Gyr ago,
the most striking contrast occurs in the metallicity and [α/Fe] spaces and it is this
contrast that can help detangle the relevance of the three halo formation models
discussed here.
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formation lends more sophistication to this basic framework, but still strives to realize

the relative contributions from these two disparate portraits of galaxy formation.

In the accreted scenario, for example, it is generally assumed that when a gas-rich

satellite with (hitherto) continuous star-formation is accreted, star formation ceases

through some combination of gas loss via ram pressure stripping by the parent galaxy’s

hot gaseous halo and blow-out (e.g., Grcevich & Putman 2009, and references

therein) or exhaustion of that fuel by acute star formation enhancement incited by

tidal shocking (as observed in NGC 5387; Chapters 4 and 5; Beaton et al. 2014).

These processes lead to specific expectations for trends in properties of different stellar

populations in galaxy halos, as is illustrated in Figure 1.1.

Each column in Figure 1.1 represents the portion of the stellar halo and satellite

systems that were accreted more than 4, 8, and 12 Gyrs ago in one of the Bullock &

Johnston (2005) model halos, which were built via the superposition of many N -body

simulations of individual satellite disruption. The columns of Figure 1.1 show surface

brightness, metallicity and [α/Fe], where the observed quantities were calculated using

associated semi-analytical work combined with the simulations (Robertson et al. 2005;

Font et al. 2006a) A comparison of the rows shows that: (1) the earliest-accreted stars

form a smooth, inner, metal poor and α-rich component; (2) high-surface-brightness

spatial substructures (streams and shells) are accreted more recently, more spatially

extended, and generally more α-poor and metal-rich (Font et al. 2006b, 2008); and (3)

satellites are the most-recently accreted population, with a range of metalicities, but

overall α-poor (Font et al. 2006a), consistent with observations (Venn et al. 2004).

While compelling, previous comparisons between the stellar population variations

predicted in the models and observed in M 31 are limited to a few, small-area lines-

of-sight (Gilbert et al. 2009a) and to only the inner portions of the Milky Way’s stellar



18

halo (tens of kpc, Bell et al. 2010). The work described in this Thesis (Chapter 3)

— the secure identification of M 31 halo populations at a global level — is the first

step toward measuring stellar ages and chemistries over a larger range of radii and

is complementary to current work in the Milky Way. Moreover, detailed study of

M 31 on par with those studies of the Milky Way provide data for a second real halo

against which to compare the models — and a halo that already demonstrates the

striking structural differences discussed previously. In the case of M 31, identifying

intermediate age stars will not only indicate the presence of recently accreted material

but also, allow estimates of the range of infall times of disrupted satellites (Chapter 6).

Moreover, if the intermediate age populations show increasing dominance in the outer

halo, the outer halo can be inferred to be composed of more recent accretion events.

If there are trends in mean satellite populations with galactic radius, then there is an

implied systematic change in the accretion timescale with the orbital energy of the

satellite (Rocha et al. 2012).

Stars formed within the main halo progenitor (and not accreted from other ob-

jects) can be created not only in situ during the primordial collapse of the halo (see

below), but also within the main galaxy’s bulge or disk and later kicked-out onto

higher energy orbits. This halo-formation mechanism has been illustrated with both

N -body (Purcell et al. 2010) and hydrodynamical simulations (McCarthy et al. 2012;

Zolotov et al. 2009). At present, these simulations are unable to predict firmly the

importance of this contribution to the halo given the difficulty of forming simulated

galaxies with realistic sizes and star formation histories. In this case, rather than

confirming predictions of the simulations, identifying a kicked-out population yields

an important constraint on this phase of halo formation. The simulations are able to

give valuable insight into our expectations of where to find and how to identify these



19

stars observationally. For example, Zolotov et al. (2010) see an inner halo in their

simulations that is dominated by such kicked-out stars (out to a few tens of kpc)

and that it is possible to distinguish these stars from those that had been accreted by

looking in abundance space: kicked out stars are metal rich and α-enhanced compared

to the accreted population. If such kicked-out stars form a significant part of M31’s

stellar halo, our surveys would identify them as a large, intermediate-age population

at small radii, which would be hard to explain in purely accreted models.

The remaining in situ component of a stellar halo, thought to form in the pri-

mordial collapse as the main halo progenitor first forms, has been seen in the hy-

drodynamical simulations of Samland & Gerhard (2003). These stars would form

an ancient, metal-poor, and [α]-rich population in the inner halo. It would be hard

to separate these stars either from an ancient accreted or a kicked-out population.

Rather, the presence of these stars could be inferred if our accounting of accreted and

kicked-out stars falls short of the populations actually observed in the inner halo.

1.4 Overview

The unifying theme of the work presented within this thesis is that of using stellar

populations to prove the stellar halos of Milky Way sized galaxies. As motivated in

previous sections, the observational census of stellar halo structures even for the most

accessible galaxies — the Milky Way and M 31 — is relatively sparse compared to our

modern understanding (albeit a complex one) of other galaxy structures. Of the ques-

tions posed in the preceding sections, the most compelling can only be answered with

the more detailed “phase space” probes (Figure 1.1) that are not currently feasible

on the global scale required to address them. Present efforts to study stellar haloes,

however, are still focused on their basic characterization — the overall size, shape
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and kinematical properties — and it is this effort to which this work contributes.

The ordering of topics proceeds from the properties of the very nearby stars, to the

samples of stars in M 31, and out to study the stellar populations of distant galaxies

in resolved light. The progression is meant to demonstrate the complementary nature

of each in obtaining a full portrait of galaxy formation; more specifically, while the

nearby objects permit study in high detail, we are fundamentally limited to only a

handful of galaxies, and only with the acquisition of statistical samples can the we

begin to understand the level of cosmic variation inherent to this aspect of galaxy for-

mation. Each chapter addresses independent questions using different observational

techniques and technical analyses and, as such, introductory material is provided for

each individual study.

1.4.1 Stellar Evolution:

The Unnoticed Discovery of Subgiants in 1935

In Chapter 2, we present a historical study into the discovery of subgiant stars by

the early 20th century Mt. Wilson spectroscopic campaign. While the overt sub-

ject matter deviates strongly from the other chapters, the role of subgiant stars in

our modern understanding of stellar evolution, and by extension the power of color-

magnitude diagrams to identify stellar populations, can not be overstated. In the

early 20th century, the astronomical community was focused on the formidable chal-

lenge posed by the questions of how stars are structured, powered and evolve. Key

to this understanding was appropriate placement of stars on the Hertzsprung-Russell

diagram and the measurement of absolute luminosities (and thus distances) for large

samples of stars spanning each phase of evolution. The technique of spectroscopic

parallaxes — determination of absolute magnitudes from luminosity sensitive spectral
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lines — had great potential to generate large samples of stars without the severely

limiting restrictions and biases of other geometric parallax techniques. In a semi-

nal 1935 catalog, the Mount Wilson Observatory spectroscopists produced an H-R

diagram for 4,179 stars using this method, and identified a distinct grouping of “90

stars of intermediate luminosity” lying between the already known giant and dwarf

sequences. Currently known as subgiants, these stars provided a crucial, and hith-

erto missing, evolutionary link between the dwarf and giant phases of evolution and

could have definitively ruled out the prevailing giant-to-dwarf contraction hypothesis

postulated by Henry Russell. What caused a several decade delay in the appreciation

of the transitionary role of these stars in stellar evolution? We review the criticisms

of the spectroscopic parallax method that ultimately resulted in the dismissal of Mt.

Wilson results for subgiant class stars. By comparing the Mt. Wilson parallaxes

with trigonometric values from Hipparcos, we show that the concerns, while theo-

retically well-posed, were ultimately overstated and that the spectroscopic parallaxes

over all spectral types are remarkably robust. The existence of the subgiant branch

in the 1935 publication provided a fundamental clue to stellar evolution, but one

that was largely ignored (and remains largely uncredited). The stellar evolutionary

path through subgiants was only verified with their striking rediscovery via accurate

photometry of star clusters decades later.

1.4.2 Resolved Stellar Halos:

The Transverse Motion of M31

In Chapter 3, the full SPLASH dataset is presented and used to determine the three

dimensional motion of the Andromeda spiral galaxy (M31). This motion is of key

interest to understanding the past, current, and future dynamical state of the Local
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Group. Several approaches exist to measure its tangential component, each probing

distinct dynamical components within M 31. One of the techniques uses the projection

of the three dimensional center-of-mass motion of M 31 on the line-of-sight motions

of its member objects at large angular separation. This technique is most ideal for

application to halo tracers, either to the satellite and outer globular cluster sample

or to a large number of individual M 31 halo stars. For the former, we combine

recent line-of-sight catalogs for dwarf satellites and globular clusters to revise the

estimate of van der Marel et al. (2012). For the latter, we use the full kinematic

dataset of the Spectroscopic and Photometric Landscape of the Andromeda Stellar

Halo (SPLASH) project (Gilbert et al. 2012, and references therein) and supplement

it with an observational campaign to increase the number of member stars at large

radii (Rproj >120 kpc). Potential sources of bias within each of the samples are

explored. These two independent estimates using halo populations are combined

with other techniques resulting in a final error weighted mean result of (vW , vN ) =

(-96.4 ± 22.4 km s−1, -44.7 ± 25.4 km s−1). With the removal of the tangential

motion component, we discuss the potential to explore the internal kinematics of the

M 31 stellar halo.

1.4.3 Unresolved Stellar Halos: The Minor Merger in NGC5387

In Chapter 4, we present a probe into a stellar halo using unresolved low surface

brightness features. We have identified a low surface brightness stellar stream from

visual inspection of Sloan Digital Sky Survey (SDSS) imaging for the edge-on, spiral

galaxy NGC 5387. An optically blue overdensity coincident with the stream intersec-

tion with the NGC 5387 disk was also identified in SDSS and in the Galaxy Evolution

Explorer Deep Imaging Survey (GALEX-DIS). In the latter, the region contributes
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38% of the total far-UV integrated flux from NGC 5387. Deeper optical imaging

was acquired with the Vatican Advanced Technology Telescope that confirmed the

presence of both features. The stellar stream is red in color, (B-V) = 0.7, has a

stellar mass of 6× 108M⊙, which implies a 1:50 merger ratio, has a circular radius,

Rcirc ∼11.7 kpc and formed in ∼240 Myr, from a progenitor with a total mass of

∼4×1010M⊙. Spectroscopy from LBT+MODS1 was used to determine that the blue

overdensity is at the same redshift as NGC 5387, consists of young stellar populations

(∼10 Myr), is metal-poor (12+log(O/H) = 8.03), and is forming stars at an enhanced

rate (∼1-3 M⊙ yr−1). The most likely interpretations are that the blue overdensity

is (1) a region of enhanced star formation in the outer disk of NGC 5387 induced

by the minor accretion event or (2) the progenitor of the stellar stream experiencing

enhanced star formation.

In Chapter 5, the two interpretations of NGC 5387 are explored in more depth.

Neither of the two most likely scenarios have been directly observed in a merger of this

mass ratio. Detailed N -body simulations are conducted to conclude that the region is

most likely the remnant of the stream progenitor, implying we have caught this event

at a unique phase of its evolution. We obtain a better understanding of this conclusion

via comparison to nearby star-forming galaxies in the Local Volume Legacy Survey

(LVLS) and to Milky Way-LMC analogues in the SDSS footprint. Lastly, we apply

galaxy morphology metrics to the images of NGC 5387 to understand how this galaxy

would be classified in a “blind” morphology survey, finding the FUV morphology is

classified as a major merger (1:4 mass ratio).
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1.4.4 Visualizing Phase Space: Next Generation Probes of

Stellar Halos

In Chapter 6 the chapters of the thesis are summarized and the next stage of the

SPLASH project is described. Recent detailed hydrodynamical and N-body simula-

tions, carried out within the framework of a Λ-CDM cosmogony, can track the forma-

tion of single Milky Way sized galaxies. It is clear from these simulations that stars

in the halo can have three distinct origins: accretion of satellites, in situ formation,

and kicked up disk, and each of these origins imprints a distinct age and chemical

pattern in the halo. The M 31 Asymptotic Giants Extended Survey (M 31AGES)

aims to constrain these three populations using a new near-infrared survey of the

SPLASH footprint that permits the construction of age distribution functions for 72

pencil-beam probes across its stellar halo. These age distribution functions permit

the detangling of the origin mechanisms within halo stellar samples and thereby offer

observational discriminants for competing numerical models of galaxy formation in

the Lambda-CDM paradigm.
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Chapter 2

Comparison of Hipparcos

Trigonometric and Mount Wilson

Spectroscopic Parallaxes for 90

Subgiants that Defined the Class in

1935
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2.1 Chapter Overview

A history is given of the discovery between 1914 and 1935 of stars of intermediate

luminosity between giants and dwarfs with spectral types between G0 to K3. The

Mount Wilson spectroscopists identified about 90 such stars in their 1935 summary

paper of spectroscopic absolute magnitudes for 4179 stars. Called “subgiants” by

Strömberg, these 90 stars defined the group at the time. The position of the Mount

Wilson subgiants in the HR diagram caused difficulties in comparisons of high weight

trigonometric parallaxes being measured in the 1930s and with Russell’s prevailing

evolution proposal, and critics questioned the reality of the Mount Wilson subgiants.

To show that the 1935 Mount Wilson subgiants are real, we compare, star-by-star, the

Mount Wilson spectroscopic absolute magnitudes of the 90 stars defining their sample

against those absolute magnitudes derived from Hipparcos trigonometric parallaxes.

We address concerns over biases in the Mount Wilson calibration sample and biases

created by the adopted methodology for calibration. Historically, these concerns

were sufficient to discredit the discovery of subgiants in the Mount Wilson sample.

The result is that the majority of the Mount Wilson stars identified as subgiants

that also have reliable Hipparcos trigonometric parallaxes do lie among the subgiant

sequence in the Hipparcos HR diagram. Moreover, no significant offset is seen between

the MV brightnesses derived from the Mount Wilson spectroscopic parallaxes and

the MV values derived from Hipparcos trigonometric parallaxes with σπ/π < 0.10,

which confirms in an impressive manner the efficacy of the original Mount Wilson

assessments. The existence of subgiants proved that Russell’s contraction proposal

for stellar evolution from giants to the main sequence was incorrect. Instead, Gamow’s

1944 unpublished conjecture that subgiants are post main sequence stars just having

left the main sequence was very nearly correct but was a decade before its time.
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Fig. 2.1.— A schematic representation of Russell’s evolutionary proposal for popu-
lating the main sequence by contraction of the giants and subsequent evolution down
the main sequence at nearly constant radius after the main sequence stars become
“rigid.” The subgiants could not be accommodated by this contraction scenario. The
position of the subgiants is adapted from the position of the subgiants in A35 (their
Figure 1).
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2.2 Introduction:

Often, in events leading to the beginning of a new field within science, there appears

an observation or experiment, not understood at the time, that in the clarity of

hindsight opened the field. There are many such episodes. A famous one in physics

is the observation of at least 400 years ago that two bodies of different weights, when

released from a height, reach the ground at the same time. This eventually lead to

the general theory of relativity.

In astronomy, the initial discovery of subgiant stars is such an episode. Subgiant

stars are intermediate in luminosity in the HR diagram between the main sequence

dwarfs and the giants near MV = +0.5. The subgiants occur at absolute magnitudes

between MV of +2 to +4 and spectral types between G0 and K3. Had they been fully

understood from hints of their existence in the 1920s and their definitive discovery by

Strömberg (1930) in his absolute magnitude calibration, the path to an understanding

of stellar evolution might have been hastened.

The purpose of this paper is to recount the discovery of subgiants and to point out

the difficulty that their existence posed for Russell’s early theory of stellar evolution.

We then address the concern of early doubters of their existence, but show that

Strömberg’s 1930 subgiants were real by comparing the Mount Wilson spectroscopic

parallaxes of Adams et al. (1935) with modern Hipparcos trigonometric parallaxes

for the ∼90 stars that defined the stellar class in 1935.

The plan of the paper is this. A history of the discovery of subgiants from 1917

to 1955 is given in the next subsection (Section 2.2.1). This is an extension of the

very brief account given in Sandage et al. (2003, hereafter SLV03) The dilemma of

the existence of subgiants for Russell’s proposal (Russell 1914, 1925b,a) about the

direction of stellar evolution and Gamow’s conjecture for a solution is discussed in
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Section 2.3.

Section 2.4 is an account of the 1957 Vatican conference where the HR diagram

of 25 subgiants with trigonometric parallaxes greater than 0.′′052 was discussed. The

dilemma posed at that conference that field subgiants exist fainter than those in M67

is solved in Section 2.4.2 with an account of the discovery of the true ages of the old

open clusters NGC 188 and NGC 6197.

In Section 2.5, Hipparcos trigonometric absolute magnitudes are compared with

the 1935 Mount Wilson spectroscopic magnitudes of the ∼90 proposed Mount Wilson

subgiants. In Section 2.6, the biases in the Adams et al. (1935) dataset are isolated and

properly removed from the data, to address and quantify the historical criticisms that

challenged and colored perceptions of the veracity of the Mount Wilson spectroscopic

dataset. Section 2.7 is a summary of the work presented here.

2.2.1 The Discovery

Following the invention of the method of measuring absolute magnitudes from stel-

lar spectra by Adams & Kohlschutter (1914), Adams & Joy (1917) published their

first long list of absolute magnitudes for 500 stars of spectral classes from F0 to M.

The distribution of absolute magnitudes for various intervals of spectral type clearly

showed the separation of giants and dwarfs, discovered by Hertzsprung (1905, 1907)

and Russell (1914), but also showed a very few stars near MV = +2 in the spectral

interval from G0 to K3. The result is well shown in the distribution of Adams &

Kohlschutter (1914). A matrix representation of their 500 star sample was set out by

Adams & Joy (1922) three years later, reproduced for easier access in Sandage (2004,

hereafter S04, Figure 15.6). This representation clearly illustrated how very few of

these intermediate luminosity stars were included in the magnitude-limited sample of
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Adams & Joy (1917) — so few that one could question the reliability of their exis-

tence. However, Curtis (1922) had summarized all spectroscopic absolute magnitudes

known at the time, and again, with imagination, one could make out a continuum

distribution of absolute magnitudes between MV = +0.5 and +5 for spectral types

G5 and K0 (S04, Figure 15.5), yet the case for existence of subgiants remained far

from definitive.

Subgiants were also consistently appearing in studies of a different kind where

absolute magnitudes were estimated by independent methods. The method of “proper

motion statistical parallaxes” had been invented by Jacobus C. Kapteyn and Arnold

Kohlschütter in application to K stars, but remained unpublished until its application

to spectroscopic parallaxes was realized by Adams & Kohlschutter (1914). It relied

on the size of the proper motion for “normal” stars, assuming that, statistically, in a

large group of such stars, those with smaller proper motions were at larger distances.

Luyten (1922) used the method with 4446 stars of known proper motion and showed

in a matrix, much like that used by Adams & Joy (1922), that a continuum exists

for stars of this type in the HR diagram between giants and dwarfs for spectral types

G0 to K3. But again, no such continuum exists later than K3. Still, the number

of such stars was minuscule and was generally ignored. The work with the so called

“reduced proper motions” was repeated by Lundmark (1932), again using more than

4000 stars.

The final list of the Mount Wilson spectroscopic parallaxes and the resulting

HR diagram derived was published in the famous summary paper by Adams, Joy,

Humason and Brayton in 1935. In Adams et al. (1935, A35 hereafter), the subgiant

sequence was unmistakable between G2 and K3 and at 〈MV 〉 = +2.5, based on the

statistical parallax calibrations of Strömberg (1930, 1932, 1936, see S04, Figs. 20.2,
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20.3). Adams et al. wrote, “The existence of a group of stars of types G and K

somewhat fainter than normal giants has been indicated by the statistical studies of

Strömberg (1930, 1932). Although these stars may not be entirely separated from

the giants in absolute magnitude, there is some spectroscopic evidence to support the

suggestion.”

During the later part of this Mount Wilson activity (1920-1935), such stars began

appearing in lists of high weight trigonometric parallaxes and their existence could

not be denied. By 1936, six extreme subgiants with large trigonometric parallaxes

could be said to define a subgiant sequence independently of spectroscopic parallaxes.

These were µ Her (type G5, trigonometric parallax = 0.′′119, MV = +3.75); δ Eri (K0,

0.′′111, +3.68); 31 Aql (G8, 0.′′059, + 3.97); β Aql (G8, 0.′′073, +2.83); γ Cep (K1,

0.′′072, +2.223); and η Cep (0.′′070, K0, +2.68).1 The first three are fainter than the

others by more than a magnitude, which shows the rather large intrinsic dispersion

for the class. In the modern development of the Hipparcos HR diagram, this intrinsic

spread is seen to be about 3 magnitudes (Perryman et al. 1995; Kovalevsky 1998).

In a historical and singular paper, Morgan (1937) acknowledges the existence of

subgiants, calculating the surface gravity of β Aql, η Cep, and γ Cep — the stars

defining the subgiant class at that time — to be intermediate between the surface

gravities of giants and dwarfs. It is also in this paper that W. W. Morgan sets out

the case for abandoning the assignment of absolute magnitudes to the Mount Wilson

spectroscopic two dimensional classifications, and replacing them by a continuum

of numbers ranging from −9 to +21. The numerical continuum was related to the

absolute magnitudes but was uncalibrated, representing the raw line ratios measured

from the spectra, with the intent to calibrate these values to absolute magnitudes

1 Values for the trigonometric parallax and MV are those from that era, but these values are
remarkably close to those found by the Hipparcos satellite.
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at a later time. This continuum of numbers was, eventually, replaced in the Atlas

of Morgan et al. (1943, hereafter MKK) by discrete boxes called luminosity classes,

defining the MKK two dimensional system that discards the original Mount Wilson

continuum system and replaces it by a digitized system with large classification boxes.

In the 1943 MKK Atlas, the subgiant class was defined by the three stars used by

Morgan (1937) to which µ Her and δ Eri were added. These five stars are among the

“about 90 [stars] of types G and K somewhat fainter than normal giants” referenced

to in A35. The Yerkes subgiant class was designated as luminosity class IV and called

subgiants following the name first given by Gustaf Strömberg.

By 1955, Eggen could discuss a group of 20 bright subgiants, some of which have

companions permitting calculation of their masses. The result was that the mean

mass is near 1.2 M⊙, consistent with the expectation that the stars in Eggen’s 1955

list are “evolving either from or toward the main sequence, near MV = +3.0.” Eggen

(1955) showed that most of his 20 stars are within the borders of the subgiant sequence

in the old open cluster M67 defined by Johnson (1954), although five are fainter (λ

Aur, β Hyi, µ Her, 31 Aql, and δ Eri). Johnson had set up a photoelectric sequence in

M67 in preparation for a complete photographic durchmusterung (Johnson & Sandage

1955), but had published his sequence before the photographic work was complete. In

1955, it was not clear how the subgiants tied onto the main sequence, a vital aspect

that was sought but not clarified from previous work. Eggen’s list of 20 subgiants are

among those of A35 given in Table 2.1 here.

By 1957, Eggen produced a color-magnitude diagram Eggen (1957, Figure 1) that

clearly tied the few subgiants in a sample of 275 field stars brighter than MV = 5.0

to the M67 main sequence and to the base of the first ascent giants. Eggen’s Figure

1 was mentioned by Walter Baade at the 1957 Vatican Conference (Baade 1958).
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At that conference one of us could produce a list of 25 subgiants with high weight

trigonometric parallaxes that defined the subgiant sequence discussed there (Sandage

1958b, reproduced here as Figure 2.3).

After the conference, two massive papers on motions, masses, and luminosities of

bright local field subgiants by Eggen (1960, 1964) completed the discovery phase for

the subgiant luminosity class.

2.3 The Dilemma for Russell’s

Evolution Proposal; Gamow’s Supposition

2.3.1 Russell’s Dilemma

As stated in the Introduction, in his discovery paper and thereafter, Russell (1914,

1925b,a) proposed that stars evolve by contraction from an initial giant phase, where-

upon reaching the main sequence dwarfs they become “rigid,” stopping the contrac-

tion. Although in the 1920s, Sir Arthur Eddington had proved that main sequence

stars do not become “rigid” (main sequence stars have a perfect gas equation of state

throughout), nevertheless Henry Norris Russell’s several modified proposals remained

highly influential throughout the late 1920s and early 1930s. The Russell proposal

was widely discussed. An example is the Russell-evolution shown in the HR dia-

gram by ten Burggencate (1927, his Figure 30) or in the more accessible place in S04

(Chapter 17; Figure 17.1)

If the position of the subgiants in the HR diagram of A35 was correct as a sequence

independent from that of the giants and dwarfs, the Russell proposal could not be

correct. Figure 2.1 demonstrates the dilemma caused by the positioning of the Adams

et al. subgiants relative to the giants. The mean magnitudes and spectral types of the
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giants and subgiants in Figure 2.1 are taken from the A35 summary diagram (their

Figure 2.1). Clearly, either Russell’s evolution proposal was wrong, or subgiants did

not exist.

Concerning attempts to show that subgiants did not exist, consider a most curi-

ous paragraph in Adrian Blaauw’s scientific autobiography written in 2004, long after

the existence of subgiants had been established (Blaauw 2004). As a beginning as-

tronomer at Leiden in the late 1930s, Adrian Blaauw had studied Gustaf Strömberg’s

papers and had concluded that “[the observational data on proper motions] could

equally be represented without the subgiant branch.”2 This is an astounding conclu-

sion in view of the increasing evidence from high weight trigonometric parallaxes and

the accumulating evidence from spectroscopic parallaxes even at the time of Blaauw’s

graduate work (the 1930’s). Perhaps, Adrian Blaauw had not realized that the Mount

Wilson subgiants of 1935 were linked with those of M67 in 1955, or with the Hipparcos

trigonometric parallaxes of 1994, given that the A35 subgiants were two magnitudes

brighter than and not connected to the main sequence. It is the purpose of this paper

to show that the two groups of stars are identical by identifying the 90 Mount Wilson

stars in a distinct sequence near MV = +2 with the Hipparcos subgiants.

2.3.2 Gamow’s Conjecture

In a prescient letter from George Gamow to Walter Adams written in March 1944

and discovered by Devorkin (2006) in the Adams papers of the Huntington Library

archives, Gamow proposed a radically different scenario of evolution off the main

sequence caused by hydrogen shell burning, shown in Figure 2.2 as track II. The

2See also very similar comments to this effect — but instead explicitly critiquing R.E.
Wilson’s work rather than Strömberg’s — in the 1979 interview of Blaauw by David De-
Vorkin, available in the collection of oral histories on line by the American Institute of Physics
(http://www.aip.org/history/ohilist/5002.html).

h
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Fig. 2.2.— Gamow’s unpublished conjecture from a letter to Adams on March 8,
1944 of evolution off the main sequence, through the subgiants, and then to the
giants. This figure is reproduced from the Adams papers archive at the Huntington
Library, Sam Marino, CA. A more accessible secondary source is Devorkin (2006).
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subsequent expansion of the radius accommodates the subgiants and giants, and

then a contraction (track III) gives the Wolf-Rayet stars, and thence to the white

dwarfs. Gamow’s diagram is remarkably close to the current evolutionary scenario.

His conjecture was driven by the results of the model builders, of which he was the

most tenacious. Devorkin (2006) tells the story primarily from the many attempts at

developing the theory in the early 1940s, all of which failed in important ways.

The breakthrough supporting Gamow’s conjecture did come in the early 1950s,

largely resulting from improved observational precision that clearly showed a subgiant

sequence attached to the main sequence. Moreover, early evolution away from the

main sequence was demonstrated in the Population I old Galactic clusters, M67 being

the first in 1955. In these new data, the subgiants fit naturally into the observational

picture. Gamow’s conjecture had been essentially correct, but the breakthrough was

most simply displayed before the eyes of the observers with their accurate, faint color

magnitude diagrams that began to be produced en masse after 1952.

2.4 The 1957 Vatican Conference and Beyond

2.4.1 The Vatican Conference

Walter Baade’s population concepts were discussed from many directions in an impor-

tant conference in one of the first Semaine d’Etude sponsored and held at the Vatican

in 1957 (O’Connell 1958). Among the many topics discussed were comparisons of the

HR diagrams of Populations I and II relative to the color-magnitude diagram of M67.

To understand the discussion following a report by one of us on the color-magnitude

diagram of stars within 20 parsecs of the Sun based on high weight trigonometric par-

allaxes, reproduced here in Figure 2.3 (Sandage 1958b, Figure 3, p. 295), we must
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understand the mindset at the conference concerning the age dating of the globular

clusters, in particular the identification of the oldest Galactic clusters. A supposition,

incorrect as it turned out, had been set by a report by one of us during the first days of

the conference where a composite HR diagram of clusters of different ages, including

M67, was compared with that of the old globular cluster M3 (Sandage 1958a, Figure

3, on p. 42), Here the main sequence turnoff point for M3 is placed at nearly the same

magnitude as that for M67.

Because globular clusters were acknowledged to be the oldest objects in the

Galaxy, and because, by the aforementioned agreement of the M67 turnoff point

with the M3 termination magnitude by incorrect alignments in the HR diagram, it

was believed at the conference that the M67 subgiants would define the locus of the

faintest field subgiants. But with the clear observational violation of that supposi-

tion by the faintest subgiants in Figure 2.3, especially seen by 31 Aql, µ Her, and δ

Eri, something did not fit, hence the extended and lively discussion recorded in the

conference report (O’Connell 1958, pp. 299-302).

The culprit was, of course, the detail of the placing of the turnoffs of M67 and

M3 at the same magnitude in the aforesaid diagram. But it must be remembered

that in 1957 the dependence of the main sequence on metallicity had not yet been

discovered (Sandage & Eggen 1959), nor had the older galactic clusters NGC 188

and NGC 6791 been analyzed for their ages. The positioning of the main sequence

according to metallicity has its own long history and is not especially germane to the

subgiant story, but the discovery of clusters older than M67 is relevant.
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Fig. 2.3.— The HR diagram for stars within 20 parsecs of the Sun with relatively high
weight trigonometric parallaxes known in 1957. Nine subgiants are fainter than the
M67 subgiants, contrary to the expectation of the Vatican Conference, which raised
questions of their reliability. Diagram from Sandage (1958b, his Fig. 3, p. 295).
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2.4.2 Many Field Subgiants Exist

Fainter than those in M67, NGC188, and NGC6791

Following the suggestions of Ivan King and Sidney van den Berg, photometry of NGC

188 showed the cluster to have a turn off luminosity fainter than M 67 (Sandage 1962).

The placement of the M 67 and NGC 188 color magnitude diagrams as it was proposed

in 1962 is given in Figure 2.4. This shows that the NGC 188 main sequence turnoff

is considerably fainter than that of M67.3

Kinman (1965) showed that the galactic cluster NGC 6791 was even older than

NGC 188. Many color magnitude diagrams have since been produced, perhaps the

most accurate being that of Kaluzny & Rucinski (1995). Chaboyer et al. (1999) give

a comprehensive review, which is brought up to date by SLV03. The importance of

NGC 6791 is that it does define the lower envelope of the field subgiant distribution.

There are many subgiant stars fainter than those M67, but none statistically fainter

than the subgiant sequence in NGC 6197, as demonstrated in Figure 2.5 (adapted

from Figure 12 of SLV03).

2.5 Comparing the Spectroscopic and Trigonomet-

ric Parallaxes

The purpose of the paper is to show that the ∼90 subgiants discovered by the Mount

Wilson spectroscopists in the late 1920s and early 1930s, as calibrated from sta-

tistical parallaxes by Strömberg (1930), are truly subgiants according to Hipparcos

3 In Figure 2.4 note that the turnoffs of the three globular clusters are again placed at the NGC
188 turnoff magnitude. This is as incorrect as the placement of M67 at the Vatican Conference.
Hence, even as late as 1961 the position of the main sequence as a function of metallicity was not
taken into account. A more correct diagram is in Sandage (1986, Figs. 5 and 6).
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Fig. 2.4.— Solution to the problem of the Vatican Conference with the discovery of the
older cluster NGC 188, whose subgiant sequence encompasses all known trigonometric
field subgiants known at the time. Diagram from Sandage (1962, his Figure 10)).
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Fig. 2.5.— The HR diagram for Hipparcos field subgiants compared with those for
the old galactic clusters M67 and NGC 6791. Many subgiants exist fainter than in
M67 and NGC 188. NGC 6791 provides a good lower envelope. Diagram from SLV03
(their Figure 12).



42

trigonometric parallaxes. As an initial demonstration, we first compare the full A35

spectroscopic sample to the corresponding Hipparcos trigonometric database to high-

light the general correlation between the two methodologies. Then, we will explore

the key differences between the A35 and Hipparcos parallaxes and potential reasons

for these differences.

2.5.1 The A35 Subgiants in the Context of the H-R Diagram

To test whether the Mount Wilson-identified subgiants are real, we employ the

trigonometric parallax and photometric magnitude data contained in the revised Hip-

parcos catalog (Perryman et al. 1995; van Leeuwen 2007a,b, 2008). Matches between

the entire Mount Wilson list of 4179 stars as compiled by A35 to the Hipparcos cat-

alog were made solely through the star names — predominantly the Henry Draper

number, available for 90% of the stars — as identified in the A35 catalog.4 We present

the full matched catalog in the HR diagrams of Figure 2.6. We note that the A35

catalog contains spectral types, apparent magnitudes, absolute magnitudes and the

derived spectroscopic parallax, whereas the Hipparcos catalog contains apparent mag-

nitudes and trigonometric parallaxes. It is also important to bear in mind that the

colors and apparent magnitudes in the Hipparcos catalog come from a diverse set of

ground-based sources, but we find the data to be reliable and homogeneous enough to

make our point (i.e., even with whatever systematic and random uncertainties may lie

within the catalog, the correlations we find are strong). In Figure 2.6a we reproduce

4 Because an electronic version of the extensive Mount Wilson data table, spanning some 93
pages of the Astrophysical Journal, does not exist, these pages were scanned into digital form and
then passed through optical character recognition software (OCR) to compile output tables. The
OCR software required considerable training because the fontface and typesetting styles used in the
1935 print journal are not included in standard OCR templates. The output digital tables were then
reformatted and checked manually for errors. Detailed data for only the subgiants are presented in
this paper, but a digital version of the A35 database is available upon request.
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Fig. 2.6.— The HR diagram for the 90 Mount Wilson subgiants from A35 in panel (a)
plotted by spectral type and in panel (b) by conversion to a fiducial color, compared
to (c) the van Leeuwen (2007a,b, 2008) Hipparcos data for the same stars from the
listings in our Table 2.1. The solid line is an example main sequence and the dashed
line is an example red giant sequence, with absolute magnitudes taken from Johnson
(1966) and colors from Schmidt-Kaler (1982). Red filled squares in panels (a) and
(b) indicate those stars we take as those identified as subgiants by A35. In panel (c)
these same stars are color coded by their fractional parallax error (σπ/π). This figure
demonstrates that the bulk of the 90 stars identified in A35 are in fact subgiants.
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the HR diagram from the original A35 paper and in Figure 2.6b we convert the A35

spectral type to a fiducial B − V color using the standard observed values defining

each spectral class as presented in Schmidt-Kaler (1982). In Figure 2.6c, we convert

the Hipparcos trigonometric parallaxes to absolute magnitudes using the apparent

magnitude information provided in that catalog.

Figure 2.6a is a reproduction of Figure 1 from A35 based on our digitalization

of their original catalogue. The stars considered to be subgiants are not explicitly

identified in A35. Instead, the authors refer to “stars of type G and K somewhat

fainter than normal giants” and a mean magnitude of MV ∼ 2. We used the A35

description to identify their subgiants as those stars having 1.6 < MV < 3.4 and

spectral types from G2 to K4 in the A35 tables; these stars are highlighted as red filled

boxes in Figures 2.6a and 2.6b. Fortunately, the majority of the stars we take to be the

A35 subgiants are clearly separated from the red giant and main sequences in Figure

2.6a, consistent with the A35 description, and there are few ambiguous examples. We

identify 90 such stars as likely to be the A35 “subgiants”, and this matches well their

statement that they see “about 90 some stars” meeting their criteria.

In Figure 2.6c these same stars are highlighted and color-coded by their Hipparcos

fractional parallax error, σ(π)/π, which is a standard measure of the reliability of

trigonometric parallaxes. The majority of the stars highlighted in Figures 2.6a and

2.6b remain “subgiant-like” in the Hipparcos HR diagram of Figure 2.6c, but the

clean separation between the subgiants, giants and main sequence in the A35 data

is no longer present; instead they form the more familiar continuous evolutionary

sequence from the main sequence to the red giant branch. We emphasize that no

Lutz & Kelker (1973) corrections have been applied to the Hipparcos data, but that

such corrections are on a scale that will not affect the overall impression given in
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Fig. 2.7.— Comparison of Mount Wilson spectroscopic absolute magnitudes — in
panel (a) for the full A35 sample and in panel (b) highlighting the 90 subgiants — with
Hipparcos absolute magnitudes for the same stars. The color coding in both panels
is by the fractional trigonometric parallax error, or σπ/π. The A35 and Hipparcos
absolute magnitudes for the 90 subgiants are given in Table 2.1.
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Figure 2.6c. We discuss the potential effects of the Lutz-Kelker bias in more detail

in Section 2.5.3.

Table 2.1 presents the relevant A35 and Hipparcos data for the 90 stars identified

as subgiants in Figure 2.6 (the red boxes). Most of the columns of Table 2.1 are

self explanatory. Column 9 supplies the value of σ(π)/π from Hipparcos, a useful

parameter guiding the interpretation of results. The crucial columns are 10 and

11 where the Mount Wilson absolute magnitudes determined from the spectra are

compared with the Hipparcos trigonometric values. Absolute magnitudes from the

Hipparcos data are derived by combining the trigonometric parallaxes and apparent

magnitudes, while the values adopted by the Mount Wilson astronomers are given

directly in the catalogue of A35.5

Despite the remarkable correspondence between the spectroscopic and trigono-

metric absolute magnitudes in Table 2.1, there are two pronounced differences. First,

unlike what is seen in the modern Hipparcos panel (Figure 2.6c), the subgiant se-

quence as positioned by Adams et al. (Figures 2.6a and 2.6b) was neither attached to

the main sequence on the left or onto what in later HR diagrams was the base of the

first ascent giant branch on the right. Second, the overall scatter along each sequence

in the A35 diagram (Figures 2.6a and 2.6b) is smaller than — or at least on par with

— that of the more accurate, modern magnitudes in the corresponding Hipparcos

diagram (Figure 2.6c). This second effect is most dramatic for the subgiant sequence

in A35 (colored points in Figure 2.6), which is nearly horizontal and spans only ∼ 1

magnitude of M(V ).

Given these morphological differences in the subgiant branch, the significance of

the subgiants for stellar evolution were not realized at that time. If it had been, how-

5A35 states that their subgiant stars were “selected based on the strength of the lines 4077, 4215,
4324 and 4454. Special reduction curves based on trigonometric parallax were used to determine
the absolute magnitudes of these stars.”
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ever, the placement of these stars could not be explained by the prevailing Russell

giant-to-dwarf stellar contraction scenario (Figure 2.1). In contrast, subgiants are a

natural phenomenon for the evolutionary model proposed with Gamow’s conjecture

(Figure 2.2). More specifically, the position of the subgiants in Figure 2.6 is easily ex-

plained as stars transitioning from the main sequence to the first-ascent giant branch

after hydrogen core exhaustion. As summarized above, this understanding of the role

of subgiants in stellar evolution was not to be fully conceptualized until the early

1950s.

Nonetheless, even if it were unrealized at the time, the Mount Wilson spectro-

scopists had discovered the subgiant sequence from their spectral line classification

method. Furthermore, Gamow had, in fact, proposed the correct evolution scenario,

but it was a decade before his unpublished conjecture was substantiated based on ob-

servations of the main sequence turnoffs in a number of galactic and globular clusters

in the 1950s and 1960s.

2.5.2 Magnitude Comparisons

Although the visual comparison of the Mount Wilson HR diagram and CMD (Figures

2.6a and 2.6b, respectively) with the corresponding Hipparcos CMD (Figure 2.6) is

quite illustrative, we directly compare the two sets of absolute magnitudes for all stars

in the Mount Wilson tables in Figure 2.7. Remarkably, a strong correlation is found

among all luminosity classes and spectral types. These results convey the striking

efficacy of the Mount Wilson spectroscopists to get the true absolute magnitudes

from spectra, and, in particular, for the previously unidentified subgiant class (those

stars with 1.6 < MV < 3.4 and spectral type from G2 to K4).

There are, however, some differences visible in Figure 2.7 and these differences
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vary with the luminosity class. The main sequence stars by far exhibit the cleanest

correlation, 〈MV,MtW − MV,Hipparcos〉 = 0.18 ± 0.02; this is largely because the A35

absolute magnitudes of these stars were calibrated using the trigonometric parallaxes

available to the Mount Wilson astronomers at that time.

The subgiant and giant branches, however, exhibit a correlation that is visibly

shallower than that for the main sequence. Additionally, the giant and subgiant mean

offsets are substantially larger: for the giants 〈MV,MtW −MV,Hipparcos〉 = 0.46 ± 0.02

and for the subgiants 〈MV,MtW−MV,Hipparcos〉 = −0.24±0.07. From visual inspection

of Figure 2.7, however, it is clear that those stars with the lowest σπ/π agree better

with the A35 results (cyan and blue in Figure 2.7). If we restrict to σπ/π ≤ 0.05, then

we have, for the main sequence, 〈MV,MtW − MV,Hipparcos〉 = 0.06 ± 0.02, the giants,

〈MV,MtW −MV,Hipparcos〉 = 0.15 ± 0.04, and the subgiants, 〈MV,MtW −MV,Hipparcos〉 =

−0.12 ± 0.02. These comparisons are summarized in Table 2.2. Unlike those of the

main sequence stars, the absolute magnitudes of the evolved stars were calibrated

against a sample of statistical parallaxes, which may explain the differences in the

behavior of the two classes in Figure 2.7.

Although the overall similarities between the A35 and Hipparcos absolute magni-

tudes are strong, the magnitude differences are not insubstantial. Furthermore, that

the severity of the magnitude differences are correlated with luminosity class may

help to explain why the A35 subgiant sequence was not appreciated in the literature

of the time. To explore these differences, we first consider the potential effects of the

Lutz-Kelker Effect in the Hipparcos absolute magnitudes in Section 2.5.3 as a poten-

tial source of the observed mean magnitude offsets in Figure 2.7. In Section 5, we

consider the historical discussion regarding the A35 absolute magnitudes to identify

and address concerns relating to the efficacy of the A35 calibration technique.
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2.5.3 The Lutz-Kelker Effect

The Lutz-Kelker Effect (LKE, hereafter) is an insidious and complex bias afflicting

trigonometric parallax samples that was first formalized by Lutz & Kelker (1973).

The effect is defined as an offset between the mean absolute magnitudes for classes of

stars as determined from trigonometric parallax samples and the true mean absolute

magnitude for that stellar class. Because the effect is only identified in the mean

values derived for a stellar class its effect on individual stars is difficult to intuit.

Here we first review the origin of the bias, and use a brief schematic analysis to assess

the severity of the LKE in the matched A35-Hipparcos sample. A more rigorous

derivation of the relevant LKE parameters is given in Appendix 1 (Section 2.10).

At the parallax limit of a sample, the volume element just outside of the limit

is larger than the one just inside. A symmetric error distribution applied to both

volume elements will systematically scatter more stars into a sample than out —

because the outer (and larger) volume element is likely to have more stars (though the

magnitude of the effect clearly depends on the underlying stellar distribution!). This

asymmetrical scattering has the consequence that, statistically, more stars of a given

stellar class will be scattered into a parallax-limited sample than out. The parallax for

a star scattered into the sample is obviously observed to be larger than the true value,

and by consequence, both the inferred distance and intrinsic flux are underestimated.

Thus, the mean absolute magnitude of a particular stellar class within the sample

will be offset compared to the true intrinsic mean magnitude for that class; this offset

is defined as the Lutz-Kelker correction. Early numerical explorations of the bias

parameterized it by σ(π)/π, the ratio of the error in the parallax to the parallax

itself (Lutz & Kelker 1973). The bias is found to be significantly pronounced when

σ(π)/π & 0.2. Because the parallax error is nominally set by the systematics of the
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trigonometric parallax program (e.g., temporal baseline, detector pixel scale, overall

flux sensitivity), the LKE grows in its relevance towards the volume limit of the

survey. Though the LKE is defined as a statistical offset with a sample of stars of

a given class, Lutz & Kelker (1973) argue that their defined correction could be to

be used to correct the derived absolute magnitudes for individual stars, and, to some

extent, it traditionally has. More recently, the logic behind this practice and Lutz

& Kelker’s original assertion that the correction could be applied to individual stars

has been challenged (van Leeuwen 2007a; Smith 2003; Francis 2014). Irregardless

of this “Lutz-Kelker Paradox”, it is nonetheless naturally the case that stars with a

larger parallax error will show a larger error in derived absolute magnitudes, and, as

a class, would be expected to exhibit a larger systematic offset; it is our goal to assess

whether this phenomenon has any significant effect in our comparison of A35 absolute

magnitudes to those derived from Hipparcos parallaxes. In Figure 2.7a, individual

stars are color coded by σπ/σ. As anticipated, those stars with higher fractional

trigonometric parallax errors, show, on average, the largest deviations from the A35

magnitudes — though the degree of this scatter is highly dependent on the luminosity

class.

Is the LKE primarily responsible for the magnitude offsets between A35 and Hip-

parcos (Section 2.4.2; Table 2.2)? The LKE as applied to the Hipparcos catalog, has

been explored by numerous authors, including, but not limited to, Oudmaijer et al.

(1998), Brown et al. (1998), and van Leeuwen (2007a). Generally, it is advised to

reject all stars with fractional errors greater than 10% or σ(π)/π > 0.10, but a full

treatment of the LKE, and any other relevant biases, requires detailed modeling of the

specific sample in question (e.g., Sandage & Saha 2002; van Leeuwen 2007a; Smith

2003; Francis 2014). While the very form and magnitude of the LKE has also been
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reassessed and debated (see previous references) we adopt the formalism of Sandage

& Saha (2002) for our calculations, which are primarily illustrative; because the latter

treatments tend to find bias corrections of an overall smaller magnitude, our examples

can then be seen as an upper limit to the influence on the Hipparcos data.

To place the magnitude offsets between the Mount Wilson and Hipparcos data in

context, we consider the magnitude and distance distribution for the A35 stars, for

which the faintest is V = 10.5, the majority are brighter than V = 8, and the most

distant is only d = 500 pc. Hipparcos, however, is complete for mV = 7.3 to 9.0, a

limiting magnitude of mV = 12.4, and a median parallax precision of 0.97 mas (i.e.,

that of a 1000 pc star). As given in Table 2.2, the magnitude differences between

A35 and Hipparcos data are generally small compared to the precison feasible for the

A35 magnitude measurements, especially so when restricted to σ(π)/π < 0.05. Using

the restriction σ(π)/π < 0.05, a star with the median parallax error would have a

corresponding distance (d = 50 pc) well within the Hipparcos sampling volume, and

at a magnitude for which the Hipparcos sample is complete. Using this fiducial,

we conclude that any trigonometric parallax bias offsets in our sample are going to

be quite small, and unlikely to strongly influence the impression of the magnitude

comparisons given in Section 4.2.

This rough assessment of the role of the LKE in our comparison suggests that it

does not significantly influence the general impression given in Figures 2.6 and 2.7. In

Appendix 1 (Section 2.10) a detailed numerical exploration of the LKE in the spirit

of Sandage & Saha (2002) affecting the Hipparcos data for the A35 sample supports

this conclusion.



52

2.6 Reconciling Criticisms

of the A35 Subgiant Sequence

In the previous section we showed that the subgiants discovered in the A35 dataset

are bona fide subgiants in the Hipparcos catalog. In our historical account of the

discovery of subgiants, we have discussed in detail why the prevailing stellar evolution

theory in 1935, the Russell contraction scenario, biased the immediate interpretation

of the A35 results at the time of publication. We have not, however, discussed the

reasons why the A35 data, which show a clear subgiant sequence, were insufficient to

challenge Russell’s notions.

Numerous works investigated the reliability of the A35 database, as it remained

one of the largest catalogs of absolute magnitudes well into the middle of the 20th-

century. A full discussion of this body of work, as well as rigorous comparisons to pre-

Hipparcos databases, is given by Blaauw (1963). Our goal, to show conclusively that

the Mount Wilson spectroscopists discovered subgiants in their seminal 1935 work,

requires addressing the concerns expressed for the A35 calibration methodology by

revisiting the doubts on its reliability. More specifically, we must determine whether

specific, cited problems artificially created the subgiant sequence in Figure 2.6.

First, we describe the methods employed by A35. Adams & Kohlschutter (1914)

first detected a correlation between specific sets of line intensities and the proper

motion of the star — more specifically, that for a given spectral type the line intensities

for small and large proper motion stars were systematically different. From this initial

discovery, a series of line ratios were established as a means of identifying both the

spectral type and the absolute magnitude (luminosity) of a star from spectroscopy.

This work became the basis for the two decade observing campaign that culminated
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in the 4179 member catalog by A35.6

This method of “spectroscopic parallax” itself was never a point of contention in

the literature; rather, it was the calibration of the technique against existing paral-

laxes that raised concerns. The calibration required two key decisions: (i) a choice of

a suitable external calibration sample, and (ii) the grouping of the existing spectral

line data into appropriate classes. For the former, Gustaf Strömberg’s parallax pro-

gram was selected by A35 as an ideal calibration sample, even though his statistical

parallax sample for giant stars suffered effects from Malmquist bias. Clearly, this bias

would propagate into the A35 catalog, but in manner difficult to intuit; concerns over

this problem led to a general distrust of the reliability of the absolute magnitudes

for giant stars, and a dismissal of the A35 subgiant sequence as likely attributable

to the effect. For decision (ii), the Mount Wilson spectroscopists chose to group the

line ratios based on the peaks in their distribution — a process that can suppress

outliers (see Appendix 2; Section 2.11) — instead of using an independent criterion

to classify the stars by spectral type and luminosity class. The effect of this choice

on the A35 catalog is less immediately obvious, but, as will be explained in Section

2.6.2, it resulted in an overall suppression of the true observational errors in the A35

sample. This suppression is visible in Figures 2.6a and 2.6b as the narrow vertical

dispersion across all sequences (main, subgiant, and giant) the but most conspicuous

for evolved star sequences in Figure 2.6 and the overall “disconnected” nature of all

three luminosity sequences in the HR diagram.

Both of the above choices in the calibration process by the Mount Wilson spectro-

scopists were heavily discussed in the literature, and became a source of contention

regarding the legitimacy of spectroscopic parallaxes for any stars not on the main

6The full and fascinating history of the Mount Wilson spectroscopic parallax program and work
related to the project, including biographical sketches of the contributing scientists, is detailed in
S04.
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sequence, i.e., any stars not calibrated directly to trigonometric parallaxes. We first

address the cited concerns over the effects of Malmquist bias in the selected calibra-

tion sample on the A35 survey in Section 2.6.1. Then we qualitatively describe the

problems with the A35-adopted calibration methods in Section 2.6.2 and correct the

A35 magnitudes for these effects in Section 2.6.2. A detailed quantitative derivation

parallel to the more qualitative discussion in Section 2.6.2 is given in Appendix 2

(Section 2.11).

2.6.1 A Test for an Incompleteness (Malmquist) Bias in the

1930 Calibration by Strömberg

The A35 sample featured three luminosity classes cleanly distinguished by their po-

sition in the HR diagram: dwarfs, subgiants and giants. The absolute magnitudes

were determined from spectral line ratios using independent calibrations for each lu-

minosity class and spectral type. More specifically, the main sequences stars were

calibrated with absolute magnitudes from trigonometric parallaxes, whereas the, on

average, more distant subgiants and giants were calibrated to statistical parallaxes.

In Figure 2.7, the difference in calibration techniques is obvious, with the Mount Wil-

son absolute magnitudes calibrated to the statistical parallaxes showing a stronger

deviation from the Hipparcos values than those calibrated to trigonometric parallaxes.

The statistical parallaxes used to calibrate the giant and subgiant sequences were

derived using a sample complete to an apparent magnitude of V = 5.9 (Strömberg

1930), whereas the full A35 sample contains significantly fainter stars (V = 10.5). In

a sample that is not volume limited, intrinsically luminous objects are systematically

over represented because they can be surveyed over a larger volume of space than

intrinsically fainter objects at the same apparent magnitude limit. The Strömberg
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Fig. 2.8.— Spaenhauer diagrams for the matched (a) Hipparcos and (b) A35 mag-
nitude samples, both of which plotted using the Hipparcos distances (DHIP ). The
thin black lines are the apparent magnitude limits of 0, 2, 4, 6, 8 and 10 magni-
tudes. The horizontal dot-dash lines mark the separation between luminosity classes
of dwarf, subgiant, and giant, while the dashed line separates stars brighter (crosses)
and fainter (squares) than V = 5.9. The Malmquist bias has the effect of creating
intrinsic luminosity trends with distance appear at the faint limit of a sample. As
apparently fainter stars are added any trends imposed by the Malmquist bias will
disappear, whereas real trends will persist with the fainter samples. Panel (b) shows
that the subgiants persist as a distinct group beyond V = 5.9.
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(1930, 1932) calibration sample was subject to this “Malmquist bias”, which skews

the mean absolute magnitude of a sample systematically brighter than the true mean

absolute magnitude. Thus, with their samples calibrated with the Strömberg data,

the A35 absolute magnitudes calculated for the subgiants and giants sample would

be systematically brighter than those that would be calibrated against an unbiased

sample.

The bias would also apply to any dwarf stars misidentified as giants and for which

the giant star calibration were utilized. Under one interpretation, the A35 subgiants

were stars misplaced in the HR diagram and made systematically even brighter due to

the Malmquist bias. Meanwhile, with the Malmquist bias in the giant star calibration

skewing the magnitudes of real giant stars systematically brighter, the separation

between luminosity classes would be exaggerated as well, and presumably contribute

to the disjoint appearance of the subgiants in the A35 HR diagram.

To judge the viability of these concerns, we can diagnose the role of the Malmquist

bias, and even treat its effects, on the A35 magnitudes. The Spaenhauer diagram

(Sandage 2001), an effective tool for detecting and correcting the effects of the

Malmquist bias, plots the absolute magnitude (M) versus the distance to the ob-

ject (D). In the Spaenhauer diagram, the presence of the Malmquist bias produces

fictitious behavior in the magnitudes with respect to distance. A key requirement

for diagnosing the Malmquist bias in a sample is having distance estimates that are

independent of the luminosity estimates being explored. One means to diagnose and

assess the strength of the Malmquist bias is to assess how the implied behavior of

data in the Spaenhauer diagram changes as fainter samples are added incrementally

(Sandage 2001).

We demonstrate this technique in Figure 2.8, where we plot (panel a) the Hippar-
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cos absolute magnitudes versus the trigonometric distance, which at the maximum

radius in this sample, D < 400 pc, should not show any significant effects due to

this bias. The thick black dashed line represents the flux limit of the Strömberg sta-

tistical parallax sample (V = 5.9). For the stars with mV < 5.9 (“x” symbols) in

Figure 2.8a, those at the greatest distance (the giants) tend to have an intrinsically

brighter absolute magnitude. Were one limited to only a V < 5.9 sample, one would

incorrectly infer that there are no intrinsically faint stars beyond 40 pc. But when

stars having fainter apparent magnitudes are added (the filled boxes), the previously

apparent behavior — i.e., that there are no intrinsically faint stars beyond 40 pc —

disappears at those distances at which the sample is now complete. While this par-

ticular demonstration is quite simple, in other, more complex datasets the Malmquist

bias has historically induced many false impressions (see historical review by Sandage

2001).

Figure 2.8b is similar to Figure 2.8a except the Spaenhauer analysis is applied

to A35 absolute magnitudes, which are also plotted against the Hipparcos distance

(MHIP ). In Figure 2.8b we see the same behavior as in Figure 2.8a for the main

sequence stars (M > 3.5); again, the magnitude trend with distance disappears as

fainter apparent magnitude samples are considered. If we restrict ourselves to those

stars with V > 5.9, the giants and subgiants are nearly horizontal in magnitude with

respect to distance and the two branches are offset from one another. While both

trends — the horizontal shape and the separation between branches — are shown to

be specious by comparison to the pure Hipparcos data in Figure 2.8a, we can also see

by Figure 2.8b that the specious character is not introduced by the Malmquist bias

but that, in fact, these features are intrinsic to the A35 absolute magnitudes: As we

view increasingly fainter samples in Figure 2.8b, the shape of the giant and subgiant
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branches and their separation do not change. This demonstration effectively dispels

the notion that the A35 sample for giants and subgiants was significantly compromised

by the Malmquist bias in the calibration of Strömberg (1930), and that this bias does

not readily account for a false introduction of the subgiant sequence nor does it fully

account for the shape of the giant branch. For a full exploration of these criticisms

and their implications in the literature of that time, we refer the reader to Blaauw

(1963).

2.6.2 Correcting the A35 Calibration Method

Having determined that the Malmquist bias is not the source of the morphological

differences between the A35 and Hipparcos CMD, we now explore the A35 calibration

as the culprit. For the A35 data, visual estimates of relative spectral line intensities

were calibrated empirically to absolute magnitudes derived from trigonometric par-

allaxes for the dwarfs and to statistical parallaxes for the evolved stars (Strömberg

1930). In this section, we qualitatively describe the luminosity calibration used by

A35 and explore how their process induced systematic errors in their derived abso-

lute magnitudes. A complementary quantitative derivation of these errors is given in

Appendix 2 (Section 2.11).

Combinations of line intensities had already been shown to classify the stars by

their spectral type and in Adams & Kohlschutter (1914), the Mount Wilson spectro-

scopists discovered a set of line intensities that were sensitive to luminosity. Once

the Strömberg (1930) sample of 1647 stars became available, the Mt. Wilson spectro-

scopists began to explore how to exploit it for calibrating their data. The (Strömberg

1930) stars were first grouped into their spectral classes based on the Mount Wilson

criteria. Within each of these classes, the line intensities were observed to cluster



59

around certain mean values (Io), and these were correlated with the proper motion

of the star (a proxy for the distance to the star). Each of these distinct line inten-

sity groups represented one of the classes from the modern luminosity classification

system, though at the time this was primarily limited to the dwarf and giant classes.

However, from his calibration sample of 1930, Strömberg had already noted the exis-

tence of stars intermediate in luminosity between the giants and dwarfs and he termed

these stars “subgiants” for their location relative to the giant branch. Thus, for each

of the three groups of line intensity, a calibration curve was determined as a linear

regression of the form M = αI + β. These calibrations, derived from the Strömberg

sample of 1647 stars, were then applied to the full Mount Wilson sample of 4179 stars

in the seminal 1935 catalog.

Though at a cursory glance this calibration procedure seems valid, there is a key

flaw in the method: the line intensities were used both to determine calibration group-

ings and to derive the calibration curves. Because these two separate steps rely on

the same underlying data, they are not independent (impartial). The calibration

is, therefore, “partial” to those line intensities tightly clustered around the visually

identified mean value, and this bias will have an effect on the derived absolute mag-

nitude distribution. In the case of A35, the Mount Wilson spectroscopists proceeded

as if both steps, grouping and calibration within the group, were uncorrelated. This

assumption produced both of the morphological differences between Figure 2.6b and

Figure 2.6c: (i) the exaggerated separation between the luminosity classes, and (ii)

the suppressed dispersion along each of the three sequences.

To illustrate the nature of the bias generated by this procedure, Figure 2.9 uses a

pair of fictitious data sets to compare “impartial” and “partial” methods for which the

grouping and calibration steps are uncorrelated and correlated, respectively. Figures
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2.9a and 2.9b demonstrate the ideal or “impartial” calibration scenario, applied to

an “error-free” dataset. In Figure 2.9a, we see the ideal calibration curve between

absolute magnitude and line intensity derived from the distribution given in Figure

2.9b. In this case, intensity values (I) are selected by an “impartial” or independent

means and the distribution of values, D(I), and its intrinsic, cosmical spread, σ,

are well sampled. Here the calibration utilizes the linear fit M = αI + β and the

scale of the uncertainty in magnitudes, σM , follows the usual propagation, σM = ασ.

Our description here is analogous to the Blaauw (1963) discussion of “impartial”

calibration of a dataset having no observational errors, but where the spread in line

intensities is only given by a true intrinsic variation among a stellar type.

In Figure 2.9c the linear calibration fit resulting from a “partial” calibration is

“torqued” or rotated from that derived in an “impartial” manner. The origin of this

torque is the “partial” nature of the adopted line intensity groupings. The observed

spread of line intensities in a sample where random observational errors are known

to be convolving with the intrinsic line intensity spread, D(Iobs), there is a natural

tendency to reject extreme outliers as being produced by the wings of the uncertainty

distribution — presumed itself to be normally distributed with a dispersion µ — as

a means to winnow the sample to one resembling the error-free distribution, D(I).

However, the resulting fitted calibration, Mobs = αIobs + β (based on those points

shown in light grey, which fall in the distribution D(I)) not only has a steeper slope,

but also a much smaller dispersion in M than would obtain in the error-free case

(Figure 2.9). As shown in Appendix 2 (Section 2.11), for the same line intensity

spread, σi, the σM dispersion is reduced by a factor of ∼ 1/
√

(1 + µ2/σ2) from the

partial to the impartial analysis.

Thus, the effect of pursuing a “partial” calibration is not only an improper calibra-
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Fig. 2.9.— Demonstration of the impartial (panels a and b) and partial (panels c and

d) calibration techniques for fictitious datasets without (i.e., “ideal”) and with obser-
vational uncertainties, respectively. In the left panels, a fake dataset is drawn from
the Gaussian distributions (filled circles) shown in the right panels; in both cases the
black solid line represents the intrinsic spread, D(I), of the data unconvolved with
observational errors. For the case of the impartial calibration (panels a and b), all of
the data drawn from the Gaussian distribution is used to derive the calibration line
M = αI + β in panel a. For the case of the partial calibration, observational errors
(presumed to be normally distributed with an RMS spread µ) inflate the observed
spread of line intensities, D(Iobs) (dashed curve), but some measurements — the black

filled circles in panel c — are rejected from the calibration sample as “extreme obser-
vational outliers”. The spread of the remaining sample (it grey circles) mimics that
of the intrinsic, error-free sample, D(I) (panel d). However, the resulting calibration
(panel c), Mobs = αIobs + β, is “torqued” with respect to that one would obtain from
the error-free dataset (panel a). The actual quantitative differences are derived rigor-
ously in Appendix 2 (Section 2.11), following the discussion by Trumpler & Weaver
(1953).
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tion relation for each relevant luminosity class, but the resulting range of magnitudes

is also artificially compressed through the suppression of outliers. The former effect

is evident in the comparison of MA35 to MHIP in Figures 2.7a and 2.7b, in which the

subgiant and giant branches appear “torqued” with respect to a one-to-one correla-

tion, as well as in the compression of the subgiant and giant sequences in Figures 2.6b

and 2.6c. A rigorous mathematical discussion of reduced errors in the A35 magni-

tudes is given in Appendix 2 (Section 2.11). Thus, the origin of the key differences in

the A35 and Hipparcos CMDs lies in a subtle bias in the calibration technique used

in A35.

Now, we can ask a different question: Though we have already shown that the

subgiants in A35 are real, was their discovery a fortunate accident of this calibration

error?

The Systematic Error

The “partial” nature of the A35 magnitude calibration curves was discussed at length

in the literature of the time, most notably by Stromberg (1939), Strömberg (1940),

Strömberg (1941), Russell & Moore (1938), Russell & Moore (1940), and van Rhijn

(1939). These authors not only described the nature of the calibration bias, but also

proceeded to correct the absolute magnitudes. The correction procedure relied on

the existence of distances derived independent of A35, which are used to correct the

“torque” shown in Figures 2.7a and 2.7b. A more detailed history of these papers

and their efforts to correct the A35 catalog is given by Blaauw (1963), including more

modern use of the A35 catalog by Oke (1957, 1959) and Wilson & Vainu Bappu

(1957).

While the “torque” correction method worked well for the dwarfs of all spectral
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types, application to the more distant subgiants and giants remained difficult ow-

ing to the smaller number of such stars having independently measured distances.

As ground-based trigonometric samples grew, however, the correction method was

applied to more giant type stars. For the A35 giants, however, the intensity line

calibration method so torqued the axis (see the “squished” giant branch in Figure

2.6a), that the resulting corrections to A35 had large uncertainties. For the subgiants

in Figure 2.6a, so compressed as to be completely detached from the main sequence

and giant branches, correction of the A35 magnitudes was deemed impossible. An

example calibration to spectral type K is given in Figure 5 of Blaauw (1963), to which

Blaauw states, “With the accidental errors so strongly dominating the cosmic disper-

sion, it is obviously meaningless to try to introduce corrections to the Adams values

for the giants. For the subgiants the situation is similar.” Thus, the A35 data for the

giants and subgiant classes were largely ignored owing to the inability to reconcile

the bias introduced by the “partial” calibration.

It is important to note, that even at the time of Adrian Blaauw’s 1963 summary

article, only 41 K-giants and 12 K-subgiants had well measured trigonometric paral-

laxes — representing less than 10% of the total number of such stars in A35 (Blaauw

1963, S04). With the substantially larger Hipparcos database, 90% of the A35 stars

now have independently measured parallaxes. In the next section, we endeavor to use

these data to correct the full A35 HR diagram for the calibration bias to determine

if the subgiants were created artificially by these biases.

Correcting for Systematic Errors in the Luminosity Calibration

In this subsection, we use the Hipparcos trigonometric parallaxes (Perryman et al.

1995; van Leeuwen 2007a,b, 2008) as a comparison sample to remove the torque
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Fig. 2.10.— Procedure followed to calibrate the A35 magnitudes to the Hipparcos
magnitudes following the detailed discussion in Blaauw (1963), and separated by G
(top) and K (bottom) spectral types. The left panels display the original data with
fits to the dwarfs (GDw, KDw), subgiants (GSGi, KSGi) and giants (GGi, KGi).
We used the luminosity classifications in the Hipparcos catalog. In the right panels
these calibration fits are applied to the A35 magnitudes and refit to demonstrate the
removal of the torque.
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in the A35 calibration curves (e.g., Figure 2.9c to 2.9a). First, we will describe

the calibration method utilized by previous authors. Then, we will demonstrate its

effectiveness for the G and K type stellar classes (i.e., those containing the majority

of the subgiants in A35). Lastly, we apply the correction for all stars in A35 to revisit

Figure 2.6 and create a corrected version of Figure 1 from A35. With this we aim

to answer the question: if we remove the calibration torque in the A35 sample, do

the 90 stars in A35 remain subgiants or do they largely join the main sequence or

giant branches? Effectively, we ask whether the “partial” calibration method — the

separation of stars into tightly concentrated fiducial values — artificially create the

distinct, separated subgiant class?

To correct the A35 magnitudes using the Hipparcos sample, we transform our

previous discussion into our set of variables specific to A35 and Hipparcos. Where

possible, we follow the conventions used in the literature. We separate the sample

by the A35 spectral type: A, F, G, K, and M, and then by luminosity class: dwarf,

subgiant, and giant, using the A35 absolute magnitude. We first compute the mean

magnitude for the spectral type and luminosity class in both the A35 sample, 〈MA35〉,

and the Hipparcos sample, 〈MHIP 〉, and define the difference between the two as,

∆〈M〉 = 〈MHIP 〉 − 〈MA35〉. (2.1)

Then, we fit a linear regression for each luminosity class. The slope (m) of the fitted

line represents the torque on the feature due to the improper calibrations (e.g, the

relationship of Figure 2.9c). The quantity A, defined by Russell & Moore (1938) as

the ratio of the dispersion of the measurement and the true dispersion is empirically

derived by:

A = (1/m) − 1. (2.2)
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We then can compute the corrected magnitude for each star within a spectral and

luminosity class using the following equation (Blaauw 1963, ; Equation 14):

MCorr = MA35 + ∆〈M〉 + A(MA35 + ∆〈M〉 − 〈MHIP 〉) (2.3)

where MCorr is our final corrected A35 absolute magnitude, MA35 is the A35 absolute

magnitude and, A is a quantity calculated from the results of the linear regression for

a spectral and luminosity class and defined in Equation 2.

The process for correcting the magnitudes is demonstrated in Figure 2.10 for the

A35 subgiant spectral classes G (top panels) and K (bottom panels). In the left panels

of Figure 2.10, the original A35 magnitudes are plotted against the corresponding

Hipparcos magnitudes (MHIP , as in Figure 2.7) — and illustrate the severe torque on

the subgiant and giant luminosity calibrations in these classes. For each luminosity

class, a linear regression is fit against those Hipparcos stars with σπ/π less than 0.10

for the giants and less than 0.05 for the subgiants and dwarfs. The results of the

linear regression are given in the left panels. In the right panels, the results of the

fits are used in Equation 2.3 and applied to MA35. In the right panels we accomplish

both of the goals of this proceedure: not only has the torque been corrected, but the

observational scatter is increased to appropriate levels.

Having demonstrated that the larger Hipparcos database can correct the A35

magnitudes for the subgiants and giants, we proceed to use the Hipparcos data to

correct the entire A35 sample and create the true HR diagram for the A35 sample.

In Figure 2.11a the original A35 HR diagram is reproduced with the A35 spectral

types color-coded in greyscale. In Figure 2.11b the corrected A35 magnitudes are

plotted and the scatter within each of the luminosity and spectral type bins is greatly

increased. In Figure 2.11c the Hipparcos HR diagram is shown with the same color
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Fig. 2.11.— Application of the magnitude corrections to the A35 HR Diagram. In
panel (a) we reproduce the A35 HR diagram with color axis translated from spectral
types to a fiducial color. In panel (b) we apply the magnitude calibration proceedure
described in Section 2.6.2, and in panel (c) we reproduce the Hipparcos HR diagram
for the A35 sample. Panel (b) demonstrates how correcting for the bias in the A35
methods brings visual impression of the A35 subgiants into better agreement with
that of Hipparcos, most notably the subgiants now connect the main sequence and
giant branch and the magnitude scatter along the sequences is now greater than that
of Hipparcos.
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scaling. Comparing Figures 2.11a, 2.11b, and 2.11c, it is clear that the correction

procedure has recovered the true scatter appropriate to the A35 magnitudes, and

this scatter is now larger than that of the modern, and more precise, magnitudes.

Additionally, the subgiant sequence, shown in open boxes, is no longer detached from

the main sequence or giant branch, instead a continuum of magnitudes is produced

between these two phases of stellar evolution. In this modified version of the A35 dia-

gram, the true transitionary nature of the subgiant sequences is revealed. Had it been

realized at the time, it is possible that Gamow’s conjecture might have been voiced

more vociferously in scholarly circles, and potentially the ultimate understanding of

stellar evolution would have been hastened.

2.7 Summary

1. The discovery of subgiants culminated with the summary paper by the Mount

Wilson spectroscopists in 1935 that gave the absolute magnitudes of 4179 stars de-

termined from line ratios in their spectra that are sensitive to gravity.

2. The 90 Mount Wilson subgiant candidates formed a distinct sequence in the

HR diagram between giant and dwarf stars and that was not attached either to the

main sequence or to the giant sequence (Figure 2.6).

3. The problem posed at the 1957 Vatican Conference that high weight trigono-

metric parallaxes for a few field subgiants put them fainter than the subgiants in M67,

believed then to be the oldest stars in the Galaxy (along with the globular clusters),

was solved with the later discovery of the older Galactic clusters of NGC 188 and

NGC 6791.

4. A test is made of the reality of the ∼90 stars that the Mount Wilson spectro-

scopists identified as part of the subgiant sequence via a star-by-star comparison of the
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Mount Wilson and the Hipparcos absolute magnitudes. A majority of the 90 Mount

Wilson candidates that we have identified as the Adams et al. “subgiants” are clearly

in the domain of subgiants when viewed in the modern Hipparcos color-magnitude

diagram.

5. A strong correlation is found between the A35 spectroscopically derived abso-

lute magnitudes for their subgiants and the corresponding absolute magnitudes for

these stars derived using Hipparcos data. This statement holds even more broadly

across all luminosity classes in the A35 database. We find for the subgiants that

〈MV,MountWilson − MV,Hipparcos〉 = −0.12 ± 0.02 and with a dispersion of 1.02 magni-

tudes, when restricted to stars having Hipparcos σπ/π < 0.05.

6. Tests for an observational selection incompleteness bias (e.g., the Malmquist

bias) in the Strömberg (1930) calibration of the Mount Wilson subgiant sequence

indicates that this bias did not artificially create the subgiant sequence in the A35

database as had been posited in the literature.

7. The reason for the narrow, disconnected A35 subgiant sequence is instead

explained by a subtle bias in the A35 calibration curves that, while well known, could

not be corrected for in the case of evolved stars due to the limited number of these

stars in pre-Hipparcos trigonometric parallax samples. However, even after use of

the Hipparcos parallaxes to correct for this historically well-discussed calibration bias

we find that the A35 luminosity classes are robust and that the detection — and

therefore discovery — of subgiants by the Mt. Wilson spectroscopists is upheld.

2.8 A Note on the Preparation of this Chapter

This work began as a collaboration between the authors in 2005 and progressed

primarily by exchange of letters between AS and SRM until the death of AS in
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2010. AS conceived the original concept and framework of the paper, and authored

the original drafts of the manuscript. The historical insights described herein would

not have been possible without AS’s encyclopedic knowledge of, and indeed direct

involvement in, many of the events described. Quantitative analyses and later stages

in the crafting of the manuscript were carried on by RLB and SRM (in large part

well after the passing of AS), and were only possible after intense study of pertinent

writings of the numerous historical characters that played a role in the story described

here. Special consideration was given to the handwritten letters, annotated drafts

of the manuscript, and relevant published papers by AS himself so that we might

attempt the closest fidelity of the final work to his original intent. Much as described

by Sandage after the death of Edwin Hubble (albeit with far less significance of the

product offered in the present paper!), RLB and SRM found themselves “lost in

the shadow of a giant” in attempting to bring this work to the conclusion originally

envisioned by the lead author. Much of his original outline and text has been preserved

in this edition of the manuscript, but unfortunately we had to resort to our own

less elegant prose in most of the later sections. AS is rightfully maintained as the

primary author in that he was the originator and true leader of the project, but

most especially to recognize his enthusiasm to rectify the historical judgement of the

A35 work and to uphold the reputation of the Mount Wilson spectroscopists. This

enthusiasm remained vibrant even as AS’s health began to fail in 2008, and steadfast

into his final months during which his production efficiency still well-outpaced that of

his coauthors (who, at the time, were well behind in completing their contributions).

An edited draft of the manuscript, with his sections already long completed, was

sent directly by AS via postal delivery and received by SRM two days after “Uncle

Allan’s” passing.
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Table 2.1. Data For the 90 Mount Wilson Subgiants That From Their Spectra
Defined the Class in 1935

Star Name Star Name Hiparcos Hiparcos Sp.Type Sp.Type π (mas) π (mas) σ(π)/π MV (π) MV (π)
Mt. W. Hip. V B − V Mt. W. Hip. Mt. W. Hip. Hip. Mt. W. Hip.

HD 28 HIP 443 4.61 1.03 K0 K1 III 20 25.38 0.04 2.1 1.63
HD 1037 HIP 1176 6.63 1.03 G8 G8 III/IV 13 7.76 0.10 2.4 1.08
HD 2589 HIP 2242 6.18 0.88 G9 K0 IV 17 25.37 0.02 2.5 3.20
HD 3546 HIP 3031 4.34 0.87 G3 G5 III 42 19.34 0.04 2.6 0.77
HD 4398 HIP 3607 5.49 0.98 G6 G8/K0 III 23 9.78 0.07 2.4 0.44
HD 5268 HIP 4257 6.15 0.91 G3 G5 IV 17 8.60 0.09 2.5 0.82
HD 5286 HIP 4288 5.46 1.01 K1 K1 IV 17 25.69 0.05 2.3 2.51
HD 5395 HIP 4422 4.62 0.96 G4 G8 III/IV 36 15.84 0.04 2.6 0.62
HD 6473 HIP 5412 6.24 0.92 G6 K0 17 6.97 0.08 2.5 0.46
HD 8512 HIP 6537 3.60 1.07 K0 KO III 46 28.48 0.03 2.1 0.87
HD 10486 HIP 8044 6.33 1.02 K2 K2 IV 13 18.04 0.04 2.0 2.61
HD 16042 HIP 12053 8.24 1.07 G4 K0 V 6 4.02 0.28 2.4 1.26
HD 20618 HIP 15514 5.91 0.86 G5 G8 IV 21 15.88 0.07 2.5 1.91
HD 21467 HIP 16181 6.03 0.95 G6 KO IV 21 14.44 0.06 2.7 1.83
HD 29613 HIP 21685 5.46 1.05 K1 K0 III 21 16.42 0.04 2.2 1.54
HD 34538 HIP 24679 5.48 0.93 G9 G8 IV 21 20.69 0.04 2.3 2.06
HD 34642 HIP 24659 4.81 0.99 K0 K0/K1 III/IV 30 29.63 0.02 2.3 2.17
HD 37160 HIP 26466 4.09 0.95 G6 G8 III/IV 42 28.10 0.03 2.5 1.33
HD 37601 HIP 26941 6.05 0.95 G9 K0 III 17 16.26 0.04 2.3 2.11
HD 37981 HIP 26930 6.72 1.10 K1 K1 IV 10 8.98 0.11 2.0 1.49
HD 39169 HIP 27600 7.85 1.06 K0 G5 7 5.52 0.43 2.1 1.56
HD 39364 HIP 27654 3.76 0.98 G7 G8 III/IV 79 29.05 0.02 3.4 1.08
HD 40959 · · · · · · · · · G5 · · · 5 · · · · · · 2.4 · · ·
HD 45410 HIP 31039 5.86 0.93 G8 K0 IV 20 17.56 0.04 2.5 2.08
HD 46480 HIP 31676 5.94 0.90 G7 G8 IV/V 24 18.82 0.04 2.9 2.31
HD 55280 HIP 35146 5.20 1.08 K2 K2 III 22 16.88 0.05 2.0 1.34
HD 71952 HIP 41894 6.23 1.01 K0 K0 IV 14 16.65 0.04 2.2 2.34
HD 73593 HIP 42604 5.35 0.99 G6 G0 IV 26 18.11 0.04 2.6 1.64
HD 75558 HIP 43463 7.38 0.91 G3 G5 11 5.37 0.20 2.5 1.03
HD 77818 HIP 44766 7.62 1.00 K0 K1 IV 8 8.72 0.10 2.2 2.32
HD 78249 HIP 44990 7.07 0.98 K2 K1 IV 10 15.11 0.05 2.2 2.97
HD 79452 HIP 45412 5.98 0.84 G3 G6 III 18 7.17 0.13 2.3 0.26
HD 84406 HIP 48034 6.94 0.95 K0 G5 13 13.24 0.05 2.5 2.55
HD 84453 HIP 47973 6.81 0.95 K0 K0 IV 11 12.06 0.07 2.1 2.22
HD 86359 HIP 48881 7.45 0.92 G7 G5 9 10.69 0.10 2.3 2.59
HD 90752 HIP 51204 7.23 0.97 G9 K0 9 7.27 0.20 2.2 1.54
HD 91011 HIP 51451 6.98 1.03 K0 K0 10 6.76 0.15 2.2 1.13
HD 92588 HIP 52316 6.25 0.88 K1 K1 IV 17 29.08 0.03 2.5 3.57
HD 93636 HIP 52882 6.15 1.14 K1 K0 14 5.45 0.14 2.0 -0.17
HD 94178 HIP 53179 7.52 0.91 G7 G5 9 9.41 0.11 2.4 2.39
HD 94264 HIP 53229 3.79 1.04 K2 K0 III/IV 46 33.40 0.02 2.2 1.41
HD 96074 HIP 54275 7.65 0.93 G8 G5 9 6.06 0.13 2.4 1.56
HD 96436 HIP 54336 5.52 0.96 G7 G9 IIICN 24 16.05 0.06 2.6 1.55
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Table 2.1 (cont’d)

Star Name Star Name Hiparcos Hiparcos Sp.Type Sp.Type π (mas) π (mas) σ(π)/π MV (π) MV (π)
Mt. W. Hip. V B − V Mt. W. Hip. Mt. W. Hip. Hip. Mt. W. Hip.

HD 97100 · · · · · · · · · G5 · · · 5 · · · · · · 2.5 · · ·
HD 102928 HIP 57791 5.62 1.06 K0 K0 IV 17 12.59 0.08 2.2 1.12
HD 105639 HIP 59285 5.95 1.12 K3 K3 III 14 11.94 0.07 1.8 1.34
HD 110646 HIP 62103 5.91 0.85 G4 G8 IIIp 22 14.26 0.05 2.8 1.68
HD 111028 HIP 62325 5.65 0.99 K1 K1 III/IV 20 22.36 0.04 2.4 2.40
HD 113817 HIP 63960 7.09 0.98 G8 K0 III 11 4.67 0.20 2.4 0.44
HD 115202 HIP 64725 5.21 1.01 K1 K1 III 23 25.68 0.03 2.1 2.26
HD 116713 HIP 65535 5.11 1.18 K1 Kp 19 15.73 0.05 1.6 1.09
HD 123409 HIP 68955 6.89 1.00 G6 K0 13 5.71 0.14 2.5 0.67
HD 126400 HIP 70538 6.48 0.94 G7 K0 III 14 12.99 0.08 2.4 2.05
HD 127243 HIP 70791 5.58 0.86 G4 G3 IV 26 10.59 0.06 2.7 0.70
HD 138716 HIP 76219 4.61 1.00 K1 K1 IV 29 34.54 0.02 2.1 2.30
HD 140301 HIP 77007 6.30 1.12 K0 K0 III 13 7.94 0.11 2.0 0.80
HD 140687 · · · · · · · · · K1 · · · 9 · · · · · · 2.3 · · ·
HD 142091 HIP 77655 4.79 1.00 K1 K0 III/IV 26 32.13 0.02 1.9 2.32
HD 143586 · · · · · · · · · G9 · · · 5 · · · · · · 2.3 · · ·
HD 150275 HIP 80850 6.35 1.00 K0 K1 III 14 8.00 0.07 2.2 0.87
HD 151216 HIP 81977 9.17 1.03 K1 K2 4 3.20 0.36 2.2 1.70
HD 152781 HIP 82861 6.33 0.95 K2 K0/K1 III/IV 14 24.72 0.03 2.3 3.30
ADS 10394B · · · · · · · · · K0 · · · 5 · · · · · · 1.8 · · ·
HD 156461 HIP 84647 7.23 1.02 G3 G8 III 11 5.86 0.20 2.5 1.07
HD 159466 HIP 85979 6.52 0.95 G4 G8 III 14 6.40 0.15 2.5 0.55
HD 160042 HIP 86352 6.19 0.83 G7 G6 III/IV 14 9.66 0.09 2.4 1.11
HD 162076 HIP 87158 5.69 0.94 G5 G5 IV 20 13.04 0.05 2.3 1.27
HD 165438 HIP 88684 5.74 0.97 K1 K1 IV 17 28.61 0.03 2.1 3.02
HD 167042 HIP 89047 5.97 0.94 K0 K1 III 18 20.00 0.03 2.2 2.48
HD 173399 HIP 91782 8.99 0.42 G2 F2 V 12 7.39 0.89 2.5 3.33
HD 173949 HIP 91915 6.02 0.97 G7 G7 IV 16 8.95 0.06 2.3 0.78
HD 181391 HIP 95066 4.98 0.94 K0 G8 III/IV 24 21.17 0.04 2.3 1.61
HD 185351 HIP 96459 5.17 0.93 K0 K0 III 27 24.64 0.02 2.4 2.13
HD 194433 HIP 100852 6.24 0.96 K1 K1 IV 17 25.21 0.05 2.5 3.25
HD 196925 HIP 101082 5.96 0.94 G8 K0 III+ 18 15.88 0.03 2.4 1.96
HD 198149 HIP 102422 3.41 0.91 G7 K0 IV 63 69.73 0.01 2.6 2.63
HD 198732 HIP 103071 6.32 0.88 G5 K0 III 19 13.33 0.09 2.6 1.94
HD 198896 HIP 102990 7.91 0.62 G7 Am 9 0.33 6.55 3.3 -4.50
HD 199223 HIP 103301 6.04 0.82 G6 G6 III/IV 17 9.02 0.13 2.3 0.82
HD 200004 HIP 103728 6.55 0.85 G3 G6/G8 III 14 6.05 0.16 2.3 0.46
HD 202403 HIP 104844 7.08 0.80 G5 G5 8 5.21 0.23 2.3 0.66
BD +15 466 · · · · · · · · · K3 · · · 4 · · · · · · 2.1 · · ·
HD 212943 HIP 110680 4.78 1.04 K0 K0 III 30 20.39 0.04 2.3 1.33
HD 216640 HIP 113148 5.53 1.11 K4 K1 III 17 23.27 0.03 1.9 2.36
HD 218527 HIP 114273 5.42 0.91 G4 G8 IV 23 11.64 0.11 2.4 0.75
HD 221148 HIP 115953 6.26 1.12 K3 K3 IIIvar 13 20.44 0.04 2.0 2.81
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2.10 APPENDIX 1:

Estimation of Lutz-Kelker Corrections

As briefly described in the main text, the Lutz-Kelker Effect (LKE, hereafter) is a

bias that occurs due to the finite magnitude and sensitivity limits of trigonometric

surveys. The scattering of stars in and out of the sample due to observational errors is

asymmetric, more stars are scattered into the survey limits due to the larger volume

element just outside of the survey than are scattered out from the volume element

just inside. In this appendix, we supplement the brief discussion of the LKE in the

main text by providing additional background on the LKE and a rigorous estimation

of the appropriate offsets for the A35 catalog. As stated in the main text from a

qualitative assessment, we find the LKE to be a very small effect for the A35 sample,

especially when appropriately restricted by σπ/π.

2.10.1 Background

Lutz & Kelker (1973) provided the first mathematical derivation of the Lutz-Kelker

Effect (LKE), which had been alluded to in earlier work (i.e., Trumpler and Weaver

(1953), but see Sandage & Saha (2002) for a detailed history of the bias). In this

landmark paper, Lutz and Kelker found that the LKE was present for parallaxes

independent of apparent magnitude and that it was best characterized by the di-

mensionless parameter, σπ/π. The authors estimated the magnitude of the LKE as a

Table 2.1 (cont’d)

Star Name Star Name Hiparcos Hiparcos Sp.Type Sp.Type π (mas) π (mas) σ(π)/π MV (π) MV (π)
Mt. W. Hip. V B − V Mt. W. Hip. Mt. W. Hip. Hip. Mt. W. Hip.

HD 221639 HIP 116251 7.20 0.92 G9 K1 V 10 14.58 0.05 2.4 3.02
HD 222107 HIP 116584 3.81 0.98 G7 G8 III/IV 40 38.74 0.02 2.3 1.75
HD 222404 HIP 116727 3.21 1.03 K1 K1 IV 55 72.50 0.01 2.1 2.51
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function of σ(π)/π for the case of a uniform stellar distribution (P (π) ∼ π4) for obser-

vations of stars with known intrinsic luminosity. Hanson (1979) derived a generalized

form of the Lutz & Kelker derivation to other stellar distributions (P (π) ∼ πn), but

still did not account for targeting bias in the trigonometric survey. Lutz (1979) ex-

panded the results of Lutz & Kelker (1973) further and found two, as yet, unexplored

complications for generalizing the LKE to other datasets. First, the intrinsic lumi-

nosity function of the sample must be known and explicitly included in the derivation

of the Lutz Kelker correction. Second, the behavior of the LKE with σπ/π is more

complex when an apparent magnitude (mapp) limit is imposed on the observational

sample. Lutz (1979) highlights the most insidious aspect of the LKE; namely, that

it has no general form. Instead, the appropriate Lutz-Kelker corrections must be

derived independently for the specifications of a sample or even a subsample within

a larger sample already characterized for LKE.

2.10.2 Estimation of LKE for a General Sample

Sandage & Saha (2002) formalized these complications into an easily adapted set of

Monte-Carlo simulations that permits the calculation of Lutz-Kelker corrections for

any trigonometric sample. This work vividly illustrated the interplay of an mapp limit

and the underlying stellar distribution in determining both the magnitude and sign

of the Lutz-Kelker corrections. More specifically, their simulations revealed that the

sign of the LKE can change across σπ/π bins in a sample. In total, the complications

explored by Sandage & Saha (2002) emphasized the complexity of the bias and how

its behavior is intrinsically unintuitive. To assess the role of the LKE on the Hippar-

cos absolute magnitudes matched to the A35 sample, we adapt the methodology of

Sandage & Saha (2002) to estimate the appropriate LKE corrections for the A35.
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The work of Sandage & Saha was specifically focused on understanding the effect

of the LKE on RR Lyrae stars, a class of stars typified by a narrow range of intrinsic

luminosities. Our goal of understanding the effect of the LKE on the Hipparcos

absolute magnitudes for the full A35 sample is more complicated due to the large

range of intrinsic luminosities in the A35 sample. For the purposes of our calculation,

we take the A35 absolute magnitudes to be the “true” intrinsic magnitude of the star.

Then, we generate simulated datasets that we use to explore the LKE for A35.

To generate our simulated datasets, we populate a spherical volume of radius,

R = 400 pc, assuming a model stellar distribution. This radius includes the majority

of the A35 sample as was demonstrated in Figure 2.8. Stars are drawn from the

A35 uniformly and, for full exploration of the bias, we repeatedly select stars until we

have N = 100, 000 stars. Each star is randomly assigned a distance within our volume

drawn from the model distributions. This process is completed independently for each

of the three model stellar distributions of Sandage & Saha (2002), more specifically

N ∼ Rn for n = 1, 2, 3. After placing the star in our volume, we compute apparent

magnitude and the true parallax for each star, given its simulated distance. The

true parallax is then given a random error drawn from a Gaussian distribution with

width, σπ(mapp). In a true parallax sample, this error will depend on the apparent

magnitude of the star (mapp). To simulate the errors from the Hipparcos sample, we

fit a linear relationship to the rms errors in the A35 sample, resulting in:

σπ(mapp) = 0.07 ∗mapp + 0.431. (2.4)

This final parallax, the true parallax with an added error based on the apparent

magnitude, is our simulated observed parallax for each star in our simulated sample.

Having calculated an observed parallax, we can compute the implied absolute
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magnitude for our simulated sample and compare it to the true magnitude used at

the onset of the simulation. We calculate ∆MLKE = Mobs −Mtrue for each star and

compute the average value for the full sample as a function of σπ/π.

The resulting Lutz-Kelker corrections are shown in Figure 2.12 as a function of

σπ/π for each of the stellar distributions, N ∼ Rn with n = 0, 1, 2. On the whole,

these corrections are negligible for σπ/π < 0.05. and, in general, are of the order of

the errors typical of the A35 apparent magnitudes. For a more specific comparison,

we give the corrections for the σπ/π bins used for the paper in Table 2.3 for each of

the stellar distributions. Thus, after proper consideration of the LKE, we conclude

that it does not strongly influence our comparison of the A35 identified subgiants

2.11 APPENDIX 2:

How Random Errors Reduced Scatter in the

A35 Magnitude Calibrations

In the main text, we presented a qualitative description of the bias introduced by the

A35 spectroscopists by the due to choices in their calibration techniques. We applied a

correction proceedure to correct for the bias and produce the true A35 HR diagram.

In supplement to the qualitative discussion given in the main text, we present a

mathematical description of the bias in the A35 diagram due to the “impartial”

calibration technique. This mathematical approach is based on the summary given

by Blaauw (1963) of the various critiques given in the literature (e.g. Strömberg

1939, Russell and Moore 1938, 1940) and is translated into the modern lexicon for

the benefit of the reader.

In general, luminosity calibration occurs in two stages. First, a luminosity sensitive
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Fig. 2.12.— The Lutz-Kelker mean magnitude offset as a function of σπ/σ. These
values were derived by adapting the methodology of Sandage & Saha (2002) to
properites of the A35 sample. The offset is given for three assumed stellar distri-
butions, N ∼ R1, R2, R3 in dotted, dashed and dot-dashed lines respectively. Over
all the corrections for each stellar distribution track each other well in the A35 volume.

Table 2.2. Lutz-Kelker Corrections for A35 Sample

σπ/π N ∼ R1 N ∼ R2 N ∼ R3

∆MLKE ∆MLKE ∆MLKE

0.01 0.000 0.000 0.000
0.05 0.095 0.012 0.010
0.10 0.040 0.045 0.047
0.15 0.088 0.094 0.100
0.20 0.149 0.161 0.173
0.25 0.205 0.222 0.241
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criteria is identified, in this case a set of spectral line intensities (I). Second, an

empirical relationship is created to map between the luminosity sensitive parameter

and the absolute magnitude (M). To understand the origin of the systematic errors,

we must consider how the magnitudes were calibrated.

2.11.1 The Ideal Case

First, we start with the ideal situation in which our target distribution is well sampled

by our observational data, meaning that the mean value (Io) and dispersion (σIo)

calculated from the observational data are representative of their true, physical values.

We start with a distribution of line intensities, D(I), akin to the demonstration of

Figure 2.9b in the main text. For simplicity in our derivation, we assume that D(I) is

a Gaussian distribution, though the distribution could be any general function. With

this assumption, we can write that the mean value is,

〈D(I)〉 = Io (2.5)

with a dispersion of σI . We require that D(I) is uniquely connected to a distribution

of intrinsic magnitudes, D(M).

Again, we assume that the target magnitude distribution, D(M), will be Gaussian,

such that the mean is given 〈D(M)〉 = Mo with a dispersion of σM . We further assume

that the relation to connect D(M) to D(I) is unique, and, in imitation of the A35

calibration technique, that this relation is linear of the form:

M = αI + β. (2.6)

By propagation of errors through this calibration formula (Equation 2.6), errors
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in I (δI) translate to errors in M (δM) by

δM = αδI. (2.7)

Likewise, the dispersion in M due to uncertainty in I is estimated by

σM = ασI , (2.8)

and the mean magnitude of the resulting magnitude distribution D(M) is deter-

mined by

Mo = αIo + β. (2.9)

We choose from our line intensity sample, D(I), a subset with luminosity classi-

fications from another technique, ideally trigonometric parallaxes. The line intensity

measurements (I) for this subsample will be observed to cluster narrowly around some

central value, I1 ±∆I, and, ideally, this central value is Io and the spread is given by

σI . For these stars we fit for α and β as described in Equation 2.5, and derive our

set of absolute magnitudes (D(M)) with which we proceed to perform our science

experiment. The mean values and dispersions of our absolute magnitude sample are

computed directly from our line intensities following the relations given in Equations

2.7, 2.8, and 2.9.

This calibration case is deemed “impartial,” because our line intensity data were

grouped into calibration subsamples using a system “impartial” to the particulars of

our observational systematics and errors embedded within the line intensity distri-

bution. Figure 2.13a is a visualization of this “ideal” scenario. A priori, we divide

our distribution into luminosity classes (dwarf, subgiant, and giant) from the overall

distribution and these classes, determined by an independent means, can be used to
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calibrate our full sample.

2.11.2 The Case of A35

In reality, however, our measurements are always imperfect due to (i) observational

errors and (ii) “cosmic errors,” (i.e. intrinsic star to star variation) both of which

behave as “random” errors in our dataset. For sufficiently large sample sizes, these

errors can be minimized or, at least well characterized by the observational data itself.

If the the random errors are well understood and appropriately characterized, then

the case of calibration reduces to that of the “ideal”.

In practice, these two independent types of error – observational (random) and

cosmic — are indistinguishable without the acquisition additional data, and for our

purpose here, we group them as a single, random error, µI . Now, we consider the effect

of these, unrealized, random errors on the ideal case presented previously. This treat-

ment is akin to that followed by the Mount Wilson spectroscopists for the absolute

magnitudes presented in A35, and will demonstrate how incomplete consideration of

random errors in the observational data, here D(I), can produce reduced systematic

errors in the resulting absolute magnitude distribution, D(M).

For clarity, we redefine the line intensity distribution described previously, D(I),

to reflect observational error, D(Iobs). We assume it is Gaussian that can be described

by 〈D(Iobs)〉 = Io,obs with scatter σobs, analogous to that case previously discussed.

The mean value is not affected by random errors, so

〈D(I)〉 = 〈D(Iobs)〉 = Io, (2.10)

as was given in Equation 2.5 for the ideal case. The scatter in our line intensity

distribution (D(I)), however, increases such that the uncertainties add in quadrature,



82

i.e.,

σ2
I,obs = σ2

I + µ2
I , (2.11)

where σI the scatter for the ideal case. This discussion is visualized in Figure

2.13b, in which the ideal distributions of Figure 2.13a are given a random error, µ.

As before, we proceed to determine a relationship between D(I) and D(M) for

physically motivated subsets of D(I), the spectral and (ultimately) luminosity classes

of the target stars. Effectively, this is accomplished by selecting appropriate stars

within a narrow range of some value I1,obs ± ∆I/2 for each of our subsets. Instead

of grouping from an independent source as was done in the ideal case (Figure 2.13a),

we instead plot a marginal distribution of all of our line intensities and identify peaks

in the resulting distribution. This distribution is represented in Figure 2.13c by the

dot-dash grey histogram, and we are able to identify the appropriate peaks, and

their mean values, from this this distribution. Having identified each independent

distribution, we proceed to reject individual data points to isolate each distribution.

The result of this process is shown in the grey thick line of Figure 2.13c.

Thus, we have now restricted our observational data to a narrow range around

a mean and these values no longer properly sample the observed scatter (Figure

2.13b) or the true scatter (Figure 2.13a). Stars with large errors are removed under

the assumption that they are not related to the true distribution of D(I), and, as

demonstrated in Figure 2.13c, the resulting distributions are less broad.. In this

instance, our intuitive proceedure for propagating error, δM = αδI, is no longer valid

within these restricted sub-samples (Trumpler & Weaver 1953).

Instead, the true values I do not scatter symmetrically around the observed value

I1,obs. Following Trumpler & Weaver (1953; §1.51), for the case of “accidental” errors
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over a small range in a univariate distribution, the true mean value, 〈I〉, is described

by:7

〈I〉 = I1,obs +
µ2
I

D(I1,obs)

δDobs

δIobs
(I1,obs) + O(µ2

I) (2.12)

Where O(µ2
I) represent terms of higher order in µ2

I that are sufficiently small to ignore

for our purposes.

Since D(Iobs) is a Gaussian distribution, it and its derivative can be substituted

into Equation A8, such that, with rearrangement, we obtain8:

〈I〉 = I1,obs − (I1,obs − Io) ×
µ2
I

σ2
I,obs

. (2.13)

With additional rearrangement, we obtain a form that better elucidates the sys-

tematic error between the true and the observed mean values:

σ2
I + µ2

I

σ2
I

=
(I1,obs − Io)

(〈I〉 − Io)
(2.14)

First, we note that the previous equation is the ratio of the relations, (〈I〉 − Io)

and (I1,obs − Io) are, effectively, divisions on the true and observed intensity axes

scale, respectively. Second, the ratio of the true and observed axes is independent

of the observed values (Iobs). Third, Equation 2.14 is always less than unity, as the

observational error is always larger than zero (µI > 0).

Now, we again fit a relationship to calibrate our subset, deriving: 〈M〉 = α〈I〉+β.

Though similar in form, this is not equivalent to the relationship derived earlier for our

7The equation A8 comes from §1.51 Correction of a univariate distribution for observational

errors for the case of Average errors for small intervals of the measured values of Trumpler and
Weaver (1953).

8This relation deviates slightly from the precursor to Equation 7 of Blaauw (1963) due to what
we suspect to be a typographical error in that text.
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idealized case, Mo = αIo+β. Here, when we derive our calibration curve, we compare

〈M〉 against the measured value, 〈Iobs〉 and not the true value, Io. Effectively, as was

demonstrated for D(Iobs) in Equation A10, we measure our relation on an axis that is

compressed by the observational errors, and this compression is propagated into the

resulting distribution of absolute magnitudes D(Mobs)

And so, our derived values, D(Mobs), are compressed compared to the true distri-

bution D(M). There are two factors to consider in estimating the degree of compres-

sion in D(Mobs). First, we know that the observed dispersion is greater than the true

dispersion by a factor of σI,obs/σI , e.g. going from Figure 2.13a and Figure 2.13b.

Second, the effective range of intensities is compressed by our outlier rejection by

σ2
I/(σ2

I +µ2
I), e.g., the transition from Figure 2.13b and Figure 2.13c. Combining the

two factors, we arrive at the ratio of the true dispersion (σ) to the final dispersion of

absolute magnitudes (σA35):

σA35

σ
=

σI,obs

σI

× σ2
I

(σ2
I + µ2

I)
(2.15)

Substituting for σI,obs from Equation 2.11, we obtain a final expression relating

the A35 dispersion to the true dispersion and random errors:

σA35 =
ασ

√

1 + µ2
I/σ

2
I

(2.16)

The denominator,
√

1 + µ2
I/σ

2
I , is always greater than unity, and σA35 will, there-

fore, be smaller than the true dispersion of the luminosity class. Perhaps against our

intuition, the resulting random errors in D(M) are not increased proportional to the

errors in the line intensities, but are reduced by this observational error.
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Fig. 2.13.— Schematic demonstration of the line intensity calibration scenarios de-
scribed in the text. Each panel presents both a “total” distribution in thick grey, and
the distribution for each of the three component luminosity classes in A35: dwarfs
(dotted), subgiants (dashed), and giants (dot-dashed). In panel a, an “ideal” case
is displayed with large samples of each class and no observational errors. Here each
distribution is easily identified and distinguished for calibration. In panel b, a ran-
dom error, µ, broadens each distribution, but the three distributions are still easily
discriminated and their mean value is preserved. In panel c, we simulate the actual
line intensity data of A35 by discretely sampling each of the luminosity class distribu-
tions (proportional to their representation in A35), and adding noise from a uniform
distribution. In panel c, the light grey dot-dash distribution is the original sample,
and the thick grey is the resulting sample after rejecting outliers and isolating the
peaks. As in panel b, the mean value of each peak is preserved, but the resulting
dispersion is suppressed from the outlier rejection. Though, we note that if all points
are used in to fit each of the three distributions, then the true intrinsic dispersion is
recovered.
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Chapter 3

The Tangential Motion of M31

Using Line-of-Sight Tracers in the

Stellar Halo
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3.1 Chapter Summary

Knowing the three dimensional motion of the Andromeda spiral galaxy (M31) is

central to understanding the past, current, and future dynamical state of the Local

Group. Measuring the true proper motion of such a distant object is extremely

challenging. An alternative technique to measuring the transverse velocity relies on

the projection of the three dimensional center-of-mass motion of M 31 on the line-

of-sight motions of M 31-bound objects over a large angular span. This technique is

most powerful when applied to tracer populations in the M 31 halo, either the satellite

and outer globular cluster sample, a large number of individual M 31 halo stars, or

both. To exploit the former, we combine recent line-of-sight velocity catalogs for

dwarf satellites and globular clusters to improve upon the previous measurement of

van der Marel et al. (2012). For the latter, we use the full kinematical dataset on

M 31 red giant stars provided by the Spectroscopic and Photometric Landscape of

the Andromeda Stellar Halo (SPLASH) project (Gilbert et al. 2012) and supplement

it with an observational campaign to increase the number of M 31 member stars at

large projected radii (Rproj >120 kpc). After we explore potential sources of bias

within each of the samples, we derive two independent estimates of the M 31 motion

using halo populations, and then combine these with other techniques to obtain a

final error-weighted mean result of (vW , vN) = (-96.4 ± 22.4 km s−1, -44.7 ± 25.4),

where vW and vN are the plane of sky motions to the West and North, respectively.

We also discuss the potential to explore the internal kinematics of the M 31 stellar

halo with this dataset after compensating for the bulk transverse motion.
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3.2 Introduction

3.2.1 History of Measurements of the

M31 Transverse Motion

The Local Group is a unique laboratory for understanding the evolution of galaxy

groups because (1) the proximity of objects within it makes it possible to gather de-

tailed information on its constituent objects, and (2) it is a rather dynamically simple

system dominated by its two most massive constituents, our Milky Way (MW) and

the Andromeda galaxy (M 31). The next largest members of the Local Group —

M 33 and the Large Magellanic Cloud — are smaller in mass by at least a factor of

10. General consideration of this distribution of mass within the Local Group form

the basis of the Timing Argument (Kahn & Woltjer 1959). More specifically, galaxies

observed to be in a binary system at z = 0 are likely to have been bound at early times

in the Universe and thereby are sufficiently massive to overpower the local Hubble

expansion. Thus, the evolution of binary galaxy systems from early times until the

present can be well described with simple Newtonian dynamics (Kroeker & Carlberg

1991). Accordingly, the Timing Argument is able to predict the total mass of the

Local Group, as well as the relative masses of the the MW, and M 31, with only three

observable quantities and the assumption that the MW and M 31 are on a radial orbit

(or nearly so): (i) the present separation of the MW and M 31, (ii) the age of the

Universe, and, (iii) the line-of-sight velocity of M 31. Thus, the Timing Argument

provides one of the simplest means by which to estimate the total mass of the Local

Group (Kroeker & Carlberg 1991). Moreover, its applicability and cosmological reli-

ability have been validated through detailed Λ-CDM simulations (Li & White 2008).

Our understanding of the dynamical evolution of Local Group as deduced from the
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Timing Argument relies critically on the assumption of a radial orbit for the MW-

M 31 system. However, that M 31 has no significant tangential motion, is a notion for

which observational support has only come recently and remains unconfirmed.

While the line-of-sight motion of M 31 has long been measured to great precision

(Slipher 1914, as early as), the measurement of the proper motion has proven to be

quite difficult using traditional techniques. The measured proper motion (µ), is both

proportional to the tangential velocity of the object (vt) and inversely proportional

to its distance (d), as:

µtot(
′′ year−1) =

vt (km s−1)

4.74 × d (pc)
. (3.1)

Peebles (1994) placed constraints on the tangential velocity for M 31 using cosmolog-

ical arguments, finding that vt,M 31 < 160 km s−1. The distance to M 31 (770 kpc;

Freedman & Madore 1990) combined with this estimate, imply that its proper mo-

tion must be µM 31 < 0.04 mas year−1 from Equation 3.1. Few modern astrometric

instruments have both measurement accuracy and flux sensitivity to achieve this (see

summary Table 1 of Majewski 2010), and ground based optical imaging efforts have

largely produced null results, despite a history of such efforts stretching as far back

as Barnard (1917) using Mt. Wilson photographic plates (a full history, including

erroneous measurements by van Maanen, is given in Hodge 1992).

The diffraction limited imaging capabilities of the Hubble Space Telescope (HST)

offer a significant advantage over astrometry derived from ground based imaging. Ini-

tial HST proper motions relied on establishing an astrometric reference frame from

a set of known background quasars in the targeted field (Piatek et al. 2002; Kalli-

vayalil et al. 2006a,b). However, the need to have a significant number of quasars in

the background of the HST imaging for an object places strong constraints on the
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quasar density of the field and significant supplementary efforts are required for the

identification of these critical quasar sources. Thus, the initial HST proper motion

efforts focused only on objects with existing large ground based spectroscopic studies

coincident with HST observations of those objects — primarily the Large and Small

Magellanic Clouds (Piatek et al. 2002; Kallivayalil et al. 2006a,b). Sohn et al. (2012)

devised an alternative profile fitting technique to establish the astrometric reference

frame using galaxies of any morphology (i.e., not just the compact, star-like quasar

morphology), which greatly increases the number of potential reference objects in

a given HST pointing. As discussed in van der Marel (2014), this technique per-

mits HST derived proper motions for nearly any object in the Local Group with

the acquisition of only a single new epoch, provided there is an appropriate archived

observation.

A relatively recent alternative to measuring stellar proper motions is the use of

radio interferometry with extremely long baselines, which can reach precisions of

∼10µas year−1 for an individual source (typically Galactic) and ∼1 µas year−1 for

ensembles of sources at a common distance (typically extra-galactic; Reid & Honma

2014, and references therein). Of particular interest for M 31 is the use of H2O masers,

which, in the MW, are commonly found within compact H II regions in the Milky Way

disk (Genzel & Downes 1977, among others). The proper motion technique has also

been applied to H2O maser sources in the M 31 companion galaxies M 33 and IC 10

(730 kpc and 660 kpc distant, respectively; Brunthaler et al. 2005, 2007). The more

powerful analogues to the H2O masers, which are refereed to as megamasers as they

are ∼106 times more powerful than those found in the Galaxy, can be found within

accretion disks around super-massive black holes. The megamasers are also used to

determine geometric distances to distant galaxies in the Hubble flow by tracking their
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Keplerian motion within the accretion disk using similar techniques (e.g., Reid et al.

2013; Kuo et al. 2013; Herrnstein et al. 1999, and others). Galactic water masers in

H II complexes, however, have both a large scatter in luminosity and short overall

lifetimes (estimated as ∼ 105 years; Imai et al. 2001). Despite great effort, searches

for such masers in the H II complexes of M 31 has yet to identify appropriate proper

motion sources (Imai et al. 2001, and references therein) until recent efforts (Darling

2011).

Given the observational limitations on traditional proper motion techniques, sta-

tistical methods have historically provided the most powerful constraints on the trans-

verse motion of M 31. The statistical methods fall into two categories: (i) those that

use inferences from cosmological parameters and the current bound state of the Local

Group to constrain the transverse motion of M 31 and, (ii) those that use the projec-

tion of the center-of-mass motion of M 31 onto the line-of-sight or three-dimensional

velocities of its satellites at relatively large projected radii to measure the transverse

motion indirectly.

For the former class of statistical techniques, constraints on the transverse motion

of M 31 are similar in spirit to the Timing Argument previously discussed. More

specifically, these techniques include using the Timing Argument to back out a range

of permitted tangential motions (e.g., Peebles et al. 2001; Peebles 1995, 1994) or

using the three dimensional motion of M 33 and its lack of significant tidal distortion

to model its orbit and back out the permitted relative transverse motion of M 31

(Loeb et al. 2005). In the latter class, van der Marel & Guhathakurta (2008, vdMG08

hereafter) used a combination of statistical techniques, the most novel being the use

of the projection of the bulk transverse motion onto the line-of-sight velocity of its

dwarf galaxy companions.
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Before discussion of the vdmG08 work for the transverse motion of M 31, it is

worth mentioning that the idea of using the line-of-sight motions across an angularly

extended object to infer its bulk transverse motion has enjoyed a long history in ap-

plication to the Large Magellanic Cloud. Wilson (1918) first noted that the average

radial velocities of emission-line nebulae in the Large Magellanic Cloud varied system-

atically with their average declination. Wilson, however, incorrectly attributed this

to internal motions in the Cloud. Hertzsprung (1920), on the other hand, proved that

the observed velocity gradient could be reproduced assuming a single bulk motion for

the Cloud but accounting for the projection effects of the broad (∼15.2◦) angular

extent of the Cloud onto the motions of the individual nebulae1. The realization that

this projection effect could be used in turn to estimate the bulk motion of the Large

Magellanic Cloud came from Luyten (1928), the cause being a pessimistic discussion

of the viability of direct proper motion techniques for the Cloud at that time. The

technique was developed further by Wilson (1944a,b) and first applied en masse by

Feitzinger et al. (1977) to estimate a bulk transverse motion for the Cloud. Dubbed

“ingenious” by later authors (Lin & Lynden-Bell 1982), the complexity of the Cloud

internal dynamics complicated its applicability with high precision. Nevertheless,

the inferred large transverse motion was supported by modelling of the Magellanic

stream (Mathewson et al. 1977; Lin & Lynden-Bell 1982), and the predicted motion

of vt ∼275 km s−1 (Feitzinger et al. 1977) is actually in reasonable agreement with

that from current state-of-the-art techniques (Kallivayalil et al. 2013, and references

therein).

With precise line-of-sight velocities for the growing sample of M 31 dwarf galaxy

satellites (a summary of these discoveries and their implications is presented in Bul-

1The quoted angular extent is computed from the observations of the Cloud included in Table 1
of Hertzsprung (1920) and is not based on more modern studies on the extent of the Cloud.
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lock 2010), vdMG08 presented the first application of the line-of-sight technique to

M 31. More specifically, vdMG08 combined a series of techniques utilizing (i) the

three dimensional motions of its star forming satellites, (ii) the line-of-sight motions

for 18 dwarf galaxies bound to M31, (iii) the line-of-sight motions for dwarf Spheroidal

satellites at large projected radii to produce the first measurements (in contrast to

constraints) of the M 31 transverse motion. Although the errors for an individual

technique were large, the error weighted mean measurement in vdMG08 provided the

first direct observational evidence of a radial orbit for the M 31 and MW system.

Two technical advances since vdMG08 have permitted a revival of the use of direct

proper motion measures for determined the three dimensional motion of M 31. First,

the use of resolved background galaxies to set a frame of reference in HST images by

Sohn et al. (2012) enabled a direct proper motion measurement, on several epochs

of HST+ACS archival fields. Second, Darling (2011) used the unparalleled collect-

ing area of the Green Bank Telescope to detect a sample of OH masers distributed

amongst five star forming complexes in the disk of M 31. In an ongoing follow-up

program with the Very Long Baseline Interferometer (VLBI) described by Darling an

independent direct M 31 proper motion measurement using OH water masers should

soon be possible.

The Complications of Internal Motions in M31

In addition to the requisite sensitivity of the observations and the technical difficulty

of the analyses, each of the techniques for measuring vt described probes a distinct

structural component of M 31 — (i) the satellite populations (vdM08), (ii) stellar

populations in the inner halo (Sohn et al. 2012), and (iii) water masers in the disk

(Darling 2011) — that has its own set of complications related to the internal motions
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of the sampled M 31 kinematical subcomponent. For the satellite galaxies, it must be

assumed that the ensemble of individual objects represent a “bound”, virally relaxed

system, an assumption that can only actually be truly validated by having full three-

dimensional motions of the satellites to begin with.

For the use of the inner halo stars, the internal stellar kinematics of the inner

halo stellar populations cannot be assumed to be relaxed/mixed and must each be

carefully modelled, which is especially challenging given the contamination of the

Great Southern Stream (GSS) along the HST sight-lines (Brown et al. 2006a, 2007,

2008, 2009). vdm12 approaches this problem using state-of-the art simulations of

the GSS, a necessity given that the GSS system is actually quite expansive and has

created several kinematically distinct stellar debris features that often superimpose

on a single sky position.

Within the M31 disk, not only must the overall bulk disk motions of the H2O maser

system be understood, a daunting but tractable task, but the individual peculiar

motions of the star forming regions must be either individually estimated from other

objects in the region or be averaged out from a sufficiently large statistical sample.

Typical peculiar motions for Galactic masers are on the level of 10-50 km s−1 (Reid

& Honma 2014, and references therein).

To overcome the above limitations, or at least to minimize their effects, one can

combine each of the individual estimates to reduce random errors. Since tracer popu-

lation is effectively independent of the others, even systematic errors can be reduced.

In this work, we proposed to supplement the proper motion measurements previously

discussed with a probe of a fourth structural component, that of the “smooth” stel-

lar halo of M 31. The tangential motion is measured using the identical approach

presented by vdMG08 for satellites, but has the benefit of being applied to hundreds



95

of individual tracers on prescribed sight lines, rather than the dozens permitted by

the available number of satellites. Like the other tracer populations, the halo stars

as a tracer population has both strengths and weaknesses. A particular strength of

this technique is that, once a suitable sample of M 31 member stars is identified, the

three-dimensional motion can be measured from the line-of-sight velocities without

additional numerical modeling; moreover, that measurement is independent of the

distance to M 31 unlike direct proper motion measurements (see Equation 3.1. A

weakness of this technique is the complexity of identifying “secure” M 31 member

stars, against foreground contamination from the MW. Moreover, the existence of

coherent substructures within the M 31 stellar halo could bias the resulting motion.

3.2.2 This Work

In this work, we revisit the measurement of the tangential motion of M 31 using its

variable projection as a function of position onto the line-of-sight velocities of halo

tracers first attempted by vdMG08. In Section 3.3, we develop the general methods

and tools necessary for using line-of-sight velocities for this purpose. The techniques

are then applied to the current sample of M 31 dwarf satellites and globular clusters

with well measured heliocentric velocities, which has been expanded considerably

since the last application of this technique in vdM12. We also motivate and describe

an empirical technique to test how non-virialized substructure contamination in the

satellite and globular cluster sample could influence our measurements.

Considering that the satellites or globular clusters could have been accreted re-

cently and thereby may not represent a virialized population, vdMG08 suggested

the use of individual red giant halo stars as an alternative. In Section 3.4, the

dataset of the Spectroscopic and Photometric Landscape of the Andromeda Stel-
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lar Halo (SPLASH), which contains precision heliocentric velocities for hundreds of

M 31 halo member stars, is described. In particular, we detail a multi-observatory

campaign aimed at both increasing the number of high-likelihood member stars at

large projected radii (>120 kpc) and expanding the azimuthal extent over which M 31

halo member stars are identified at these projected radii. The SPLASH techniques

for discriminating between foreground MW dwarf stars and target M 31 RGB stars

are described in Section 3.5, as well as the adaptation of these techniques for spec-

troscopy at lower resolution. Consideration is given to the removal of known halo

substructures from the sample, which can include both streams of stars as well as

intact dwarf satellites. We also investigate the complexity of using the variable of in-

terest — heliocentric radial velocity — as one of the discriminating criteria for M 31

membership, a standard practice for the discrimination of foreground MW stars from

target M 31 populations in this work and others, without imposing a bias on the final

three-dimensional motion.

In Section 3.6, we present the M 31 tangential motion derived from individual halo

stars and explore, in depth, potential biases within our sample, including those of

our adopted M 31 halo membership selection and unidentified residual substructure.

The results of these explorations are used to estimate an appropriate systematic

uncertainty for our estimate. In Section 3.7, a final error-weighted mean tangential

motion is reported that includes both the two new estimates obtained from the present

as well as previous estimates, as summarized in vdM12. In Section 3.8, the finding of

the paper are summarized and the implications for further study of the halo discussed.
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Fig. 3.1.— Demonstration of how the the center-of-mass motion of M 31 projects onto
the heliocentric line-of-sight velocity for widely separated tracers. (a) Schematic il-
lustration of center-of-mass motion of an object in the sky plane along two dimensions
— vsys along the line-of-sight to the center of mass and vN perpendicular to vsys —
and the effect of observing tracers at lines-of-sight at widely separated angles, ρ. Vec-
tors are not drawn to scale and the tracer (black star) has no internal motion with
respect to the center-of-mass (vint,los=0). For a tracer at ρ ∼ 0, the line-of-sight of
the center of mass and of the tracer are aligned, such that vlos ∼ vsys. For a tracer
at ρ>0, the line-of-sight for the tracer is no longer aligned with that for the center of
mass vlos 6= vsys, where the magnitude of the difference depends on both the radial
(ρ) and azimuthal (φ) location of the tracer. (b) The predicted magnitude for the
projection of the M 31 center-of-mass motion as measured by vdm12 computed along
appropriate lines-of-sight for Rproj ∼ 2/3 Rvirial (∼ 14◦ or 200 kpc). The values are
computed using Equation 3.6 and assuming no internal motion (vint,los = 0) and are
plotted for each (ρ,φ) using the color bar at the top of the panel. The ρ and φ de-
pendence of vlos mimics a rotation approximately aligned with the plane of the sky,
as was first noted by Hertzsprung (1920) for observations of the Large Magellanic
Cloud.
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Fig. 3.1.— cont. (b) The predicted magnitude for the projection of the M 31 center-
of-mass motion as measured by vdm12 computed along appropriate lines-of-sight for
Rproj ∼ 2/3 Rvirial (∼ 14◦ or 200 kpc). The values are computed using Equation 3.6
and assuming no internal motion (vint,los = 0) and are plotted for each (ρ,φ) using the
color bar at the top of the panel. The ρ and φ dependence of vlos mimics a rotation
approximately aligned with the plane of the sky, as was first noted by Hertzsprung
(1920) for observations of the Large Magellanic Cloud.
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3.3 The Tangential Motion from Satellite Tracers

We first demonstrate the use of line-of-sight tracers to measure the tangential mo-

tion of M 31 by resisting the line-of-sight analysis of vdMG08 and vdM12 applied to

satellite tracers, primarily dwarf galaxies in vdMG08 and outer halo globular clus-

ters in vdM12. Throughout the following sections the general theory and techniques

for estimating the three-dimensional motion from line-of-sight tracers are described in

application to these tracers. First, we develop the procedure in Section 3.3.1. Second,

a sample of satellite systems, both dwarf galaxies and globular clusters, is defined in

Section 3.3.2. Third, the tangential motion and its errors are estimated in Section

3.3.3. Fourth, a test for the role of substructure is described and applied to this

sample in Section 3.3.4. Lastly, the final result is discussed in Section 3.3.5

3.3.1 Theory

The total three dimensional space velocity of an M 31 tracer object (vi) can be written

as the sum of its internal motion with respect to the center of mass (vint) and the

bulk motion of the center of mass (vM31):

vi = vM31 + vint. (3.2)

The quantity vM31 — the three dimensional motion of M31 — can be decomposed

into three observable quantities: (i) the systemic line-of-sight motion of M 31, vsys,

(ii) the magnitude of the motion in the plane of the sky, vt, and (iii) the direction

of the motion in the sky, Θt, where Θt is defined as a position angle (i.e., the angle

east of north in sky right orientation). Here, the combination of vt and Θt define

the tangential motion of M 31. We can define a coordinate system with its origin at
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the M 31 center-of-mass, which is defined to be its central coordinates: (α,δ)J2000 =

(00:42:44.3, +41:15:09). In a Cartesian coordinate system, we can define z as the line-

of-sight from the center-of-mass of M 31 to the Sun, x as the Right Ascension (R.A.)

passing through the center of M 31 (e.g., West-to-East), y as the Declination (Dec)

passing through the center of M 31 (e.g., South-to-North). Using these definitions,

the motion in the plane of the sky can be decomposed into the motions along the

directions of west and north in the sky, by:

vW ≡ vt cos(Θt + 90◦) (3.3)

vN ≡ vt sin(Θt + 90◦) (3.4)

Thus, the three dimensional motion of M31 can be expressed as a vector:

vM31 = [vsys, vN , vW ] (3.5)

The quantity, vint, is the motion of the tracer itself with respect to the center-of-

mass of M 31. Following the example of vdMG08, the only assumption made on this

parameter is that each dimension of the motion for an individual tracer, vi,los, vi,N ,

vi,W , is drawn from a Gaussian with dispersion σint. This assumption is true if the halo

is both isothermal and isotropic. As discussed in vdMG08, there is evidence to support

both assumptions, but neither plays a particularly large role in our analysis if tracers

with potential membership in kinematically coherent substructures or “unvirialized”

objects can be removed.

The position of an M 31 halo tracer in the plane of the sky relative to the center

of mass can be described by two angles: ρ and φ, where ρ is the projected angular

distance from the center-of-mass of M31 (defined previously) and φ is the position
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angle of the tracer measured from north through east. These definitions of ρ and

φ are identical to those used in similar studies using line-of-sight velocities (van der

Marel & Cioni 2001; van der Marel 2001, vdMG08, vdM12).

The three dimensional motion of M31 can be projected onto the line-of-sight at

generic coordinates (ρ, φ) as:

vi,los = vsys cos(ρ) + vt sin(ρ) cos(φ− Θt) + vint,los (3.6)

The radial effect is demonstrated schematically in Figure 3.1a, albeit with no internal

motion for the tracer (i.e., vint = 0). As demonstrated in the figure, at the limit of

small angular separation, e.g., for ρ ≈ 0, Equation 3.6 reduces to,

vi,los = vsys + vint,los, (3.7)

i.e., the transverse velocity has no effect on the line-of-sight motion. For large an-

gles, however, the tangential velocity component takes on increasing significance, as

demonstrated schematically for a two dimensional case by Figure 3.1a. The virial

radius of M31 is Rvirial ∼ 300 kpc, which at the distance to M31 (780 kpc; Sarajedini

et al. 2009), implies a total theoretical radial extent on the sky of ∼20◦. Observation-

ally the M31 stellar halo has been traced confidently to 165 kpc (11◦) along its minor

axis (Gilbert et al. 2007, 2012) and to ∼100 kpc in panoramic photometric studies

for all φ (∼8◦; Ibata et al. 2014).

In Figure 3.1b, the error weighted mean result of vdM12 is used to predict the line-

of-sight component for all φ and to the extent of the Gilbert et al. (2007) kinematically

confirmed detection of M 31 member stars. As shown in Figure 3.1b, the large scale

effect of the tangential motion is an apparent, albeit slightly asymmetric, rotation
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in the plane of sky of magnitude v ∼ 30 km s−1 about the systemic motion of M31

(vsys = 300 km s−1, Cappellari et al. 2011). As demonstrated in the panels of Figure

3.1, the magnitude of the motion (vt) is best constrained by using tracers at large

projected separations (ρ). The direction of the motion, Θt, can only be constrained

reliably with tracers covering a wide range of azimuthal angles (φ). Thus, to estimate

the tangential motion of M31 using halo tracers, a kinematical sample extending both

to large projected radii and spanning a range of azimuth is required.

3.3.2 Sample of Satellite Tracers

The most recent use of vLOS as applied to M 31 halo tracers was that of vdM12,

which used a sample of twenty-three dwarf satellite galaxies and eight globular clus-

ters beyond 40 kpc (∼3◦) that were available in the literature at that time. Since

that analysis, line-of-sight velocities have been published for twenty-four more halo

globular clusters beyond 75 kpc (∼5◦) and ten more dwarf satellite galaxies. These

new data are first described in Sections 3.3.2 and 3.3.2 and and then merged with

those objects used in vdM12 into a single catalog in Section 3.3.2.

Recent Measurements for Globular Clusters

The Pan-Andromeda Archaeological Survey (PAndAS, hereafter; Ibata et al. 2014,

and references therein) has added 80 new globular clusters to the previous sample of

450 in the Revised Bologna Catalog (Galleti et al. 2004). The line-of-sight velocities

for 78 outer halo globular clusters, of which 63 had no previous measurements, were

released in Veljanoski et al. (2014). A reasonable fraction of their clusters clearly

overlap the Great Southern Stream (GSS), a large and dominant accretion debris

structure in the inner halo of M 31 with kinematical properties consistent with the
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Fig. 3.2.— Spatial distribution of dwarf satellite galaxies and globular clusters used to
estimate the transverse motion of M 31 as described in Section 3.3. The angular coor-
dinates (ρ,φ) of the objects (see Table 3.1) are projected onto a Cartesian coordinate
system (XM31, YM31). Globular cluster are plotted as red circles, whereas satellite
galaxies are divided into early type as blue squares and late type or purple diamonds.
Objects classified as potential members of halo substructure (as described in Section
3.3.2), are shown as black pluses. Due to the large angular separations of some satel-
lite galaxies (p >15◦), two visualizations are required. (a) The wide field distribution
of M 31 satellites and globular clusters scaled to show the relatively distant satellite
galaxies: IC 10, Andromeda XXVIII, Pegasus, and IC 1613. (b) The more familiar
visualization of the M 31 halo spanning the approximate area imaged by PAndAS
(Ibata et al. 2014). Here the ρ <5◦ exclusion due to potential associations with sub-
structure is particularly visible. Satellite galaxies in this range are all included, since
none have any clear associations with the substructure from kinematical and imaging
studies.
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Fig. 3.2.— cont. (b) The more familiar visualization of the M 31 halo spanning the
approximate area imaged by PAndAS (Ibata et al. 2014). Here the ρ <5◦ exclusion
due to potential associations with substructure is particularly visible. Satellite galax-
ies in this range are all included, since none have any clear associations with the
substructure from kinematical and imaging studies.
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tidal disruption a relatively large disk galaxy progenitor (Fardal et al. 2008). If a

cluster were associated with the GSS debris then it would violate the only assump-

tion of our fitting technique — that all objects be pulled from the same underlying

virialized distribution. To avoid any potential clusters associated with the GSS de-

bris, only those clusters with projected radii greater than 5◦ will be included in our

sample. This is larger than the restriction applied by vdM12 (3◦), but is broadly

consistent with the GSS dominance within this radius in stellar kinematical samples

described (Gilbert et al. 2009b, 2012). All of the heliocentric velocities for globu-

lar clusters beyond 5◦ in Veljanoski et al. (2014, their Table 4) are adopted. Even

though new measurements were obtained for several clusters, the previous measure-

ments were adopted by Veljanoski et al. (2014), if the previous measurement was of

greater signal-to-noise. Consistent with Veljanoski et al. (2014), we too adopted the

velocity measurement from spectroscopic data of higher signal-to-noise. An additional

eleven globular clusters in Veljanoski et al. (2014) spatially overlap, in projection, halo

substructures identified in the panoramic PAndAS imaging (Ibata et al. 2014) and

will not be used for our halo sample. Eleven of the twenty-eight globular clusters

from ρ =5◦ to ρ =10◦ are excluded as likely members of substructure due to spatial

projection on tidal debris (see Ibata et al. 2014). With these restrictions on the

Veljanoski et al. (2014) catalog and we are left with a total of seventeen globular

clusters for our transverse motion analysis.

Recent Measurements for Dwarf Satellites

Tollerud et al. (2013) measured the line-of-sight kinematics of Andromeda XXVIII

and Andromeda XXIX, and both are adopted for our sample. Collins et al. (2014)

measured the line-of-sight kinematics of eighteen satellites including a revision of
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some values of Tollerud et al. (2012) by increasing the sample of stars for those

satellites. The line-of-sight velocities for nine objects in Collins et al. (2014), more

specifically those of Andromeda XVII, XIX, XX, XXIII, XXIV, XXV, XXVI, XXVII

and XXX, are adopted for our satellite sample, as there are no prior measurements in

the literature. The observational efforts of Collins et al. (2014) significantly increased

the number of member stars for Andromedas XI, XII, and XXII from that of Tollerud

et al. (2012). The heliocentric velocity for Andromeda XII and XXII in Collins et al.

(2014) agrees within 2σ with that of Tollerud et al. (2012) and is adopted in our

sample, given the substantially better sampling of Collins et al. (29 member stars;

2014). The Collins et al. (2014) result for And XI disagrees by more than 5σ with

that of Tollerud et al. (2012). As discussed in detail by Collins et al. (2014, in

their Appendix B), the disagreement originates from significant differences in the

measured velocities of individual stars common to both datasets. We adopt the value

from Collins et al. (2014) for And XI, given their larger number of member stars.

The systemic velocities for a number of the satellites of Tollerud et al. (2012) were

remeasured by Collins et al. (2014) using the same spectroscopy but with application

of their membership algorithm and resulted systemic velocities consistent with those

initially measured by Tollerud et al. (2012). For consistency with vdM12, we maintain

the values by Tollerud et al. (2012) for those objects.

Summary

The final compilation of data on satellite and globular cluster tracers is given in

Table 3.1, with object morphological types indicated in column 2. The objects used

in the analyses of vdMG08 and vdM12 are also indicated in column 8 of Table 3.1,

albeit their heliocentric velocities may have been updated in more recent studies, as
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indicated in column 7. We exclude those globular clusters from vdM12 that are within

our 5◦ inner radius. Those objects having suspected associations with substructure,

having large relative velocities to M 31 indicative of not being bound to M 31 (i.e.,

an “in-falling dwarf”), or suspected satellites of satellites (i.e., Andromeda XXII as

discussed in Tollerud et al. 2012), are also indicated in column 6. The projected

distribution of these objects is given in Figures 3.2a and 3.2b, which are wide field and

zooms of the M 31 stellar halo, respectively. The final sample includes thirty dwarf

satellites and seventeen globular clusters from ρ=0.40◦ to ρ=39.5◦, but with three

dwarfs and eleven globular clusters suspected of having association with substructure

or being “in-falling dwarfs”.

3.3.3 Tangential Motion from Satellites

To fit for the tangential motion of M 31, Equation 3.6 is revised by the substitution

of the values of vW and vN in Equation 3.3 and 3.4, respectively, with the final result

of:

vpec = vLOS − cos(ρ)vsys + sin(ρ) sin(φ)vW − sin(ρ) cos(φ)vN , (3.8)

where vpec is the internal motion of the tracer along the line-of-sight (previously

referred to as vint,los). Equation 3.8 is now linear in the three quantities we wish to

measure, vsys, vW , and vN , which constitute the three dimensional motion of M 31.

Equation 3.8 can be written independently for each of the halo tracers with the true

internal motion along the line-of-sight absorbed into the quantity vpec for each tracer.

Thus, a system of equations is built with three common unknowns, vsys, vW , and

vN , and one unknown unique to each tracer, vpec. The resulting system of equations

can then be solved for the three dimensional motion of M 31 (vLOS, vW , and vN)

by minimizing the scatter in the residual motion, vpec, of the set of tracers. The
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dispersion of the resulting distribution of vpec is fit and called σpec.

The minimization of the distribution of vpec from Equation 3.8 is implemented

using the amoeba algorithm of Press et al. (1986), which is especially efficient at

solving systems of equations in this form. The uncertainty for the set of values

resulting from the minimization is determined using a set of Monte Carlo simulations.

By appropriate rearrangement of Equation 3.8, the three-dimensional motion of the

M 31 center-of-mass from the initial minimization is used to model the anticipated

projection onto the line-of-sight for the position (ρ, φ) of each data point in the input

sample. A value for vpec is drawn randomly for each data point from a Gaussian

deviate with dispersion σpec and is added to the modeled value for the coordinates of

each object (ρ, φ). This creates a unique visualization of the best fit model to which

our transverse motion fitting algorithm is then applied. The process is repeated for

Ntrials =5000 to build a sample of simulated measurements. The dispersion of the

resulting distribution for each of the three-dimensional components is adopted as its

measurement uncertainty.

The result obtained from the combined satellite and globular cluster sample is as

follows: (vsys, vW , vN)sats = ( -310.2 ± 130.5 km s−1, -122.6 ± 101.3 km s−1, -1.0 ±

83.8 km s−1 ) with σpec = 87.8 km s−1. This value agrees within the errors of the

values determined previously by vdM12 of (vsys, vW , vN)vdm12 = ( -279.3 ± 16.4 km

s−1, -176.1 ± 144.1 km s−1, 8.4 ± 85.4 km s−1 ) and σpec = 84.8 ± 10.6 km s−1, with

a slight decrease in the measurement errors for vW and vN , albeit with significantly

larger error for vsys.

We rerun our measurement in a bootstrap resampling fashion, by removing a single

object and obtaining a new estimate. The resulting distributions of parameters aid in

determining whether the result depends critically on any single object. This process
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results in a mean result of (vsys, vW , and vN) = ( -304.3 ± 12.2 km s−1, -122.0 ± 14.0

km s−1, -2.5 ± 11.9 km s−1 ) with σpec = 87.9 ± 1.1 km s−1, where the quoted errors

represent the 1-σ ranges of the resulting distribution for each parameter. Thus, the

majority of the bootstrap simulations produce results well in agreement with those

from the initial run and our sample is unlikely to be significantly biased by the

inclusion or exclusion a single object.

3.3.4 An Empirical Test for Bias Due to

Unidentified Substructure

A pressing concern in our analysis relates to the nature of stellar halos. More specif-

ically, if the halo itself is formed entirely or only fractionally from accreted substruc-

ture. In either case, the relaxation timescales for halo constituents are long and, given

that individual satellite galaxies or globular clusters each will have fallen into the halo

at unique moment (tacr) spanning a Hubble time, it is difficult to apply a single viri-

alization timescale (as estimated from its current Rproj likely to be at or near its

apocentric radius) to an individual member of the population. Moreover, numerical

simulations undertaken both in a cosmological and single-galaxy sense seem to yield

a two-component halo, an inner (∼30 kpc), kinematically hotter, and younger region,

which is populated primarily by recent and/or wet mergers, and an extended, lower

surface brightness structure that extends to large radii (e.g., to ∼Rvirial; Cooper

et al. 2013; Johnston et al. 2008; Bullock & Johnston 2005). Deep, detailed probes of

both the MW and M 31 support these portraits (most recently Deason et al. 2014;

Gilbert et al. 2012, among others).

An assumption of our method is that the velocities are drawn from a parent popu-

lation with equal chances that motion along our x, y or z coordinate system, as would
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Fig. 3.3.— Behavior of the M 31 three-dimensional motion components, (panel i)
vsys, (panel ii) vwest, (panel iii) vnorth, as they are fractionally contaminated by known
substructure using the additive (sub-fig a) and replacement (sub-fig b) techniques.
Individual results from the Monte Carlo procedure are shown for each substructure
fraction as light grey points. The mean and one standard deviation (1σ) range for
each substructure fraction is over plotted in black. The value determined by our
fit (e.g., that of Section 3.3.3) is the horizontal dot-dash line and the 1σ range is
shaded between the dashed horizontal lines. (a) Results of the additive substructure
technique by which the normal sample is supplemented with objects from the known
substructure sample. For all three parameters, the a contamination fraction >50%
significantly bias the result. (b) Results of the replacement substructure technique
by which the objects in the normal sample are replaced randomly by objects from
the substructure sample. Contamination fractions >35% result in a 1σ disagreement
from the initial result.
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Fig. 3.3.— cont. (b) Results of the replacement substructure technique by which the
objects in the normal sample are replaced randomly by objects from the substructure
sample. Contamination fractions >35% result in a 1σ disagreement from the initial
result.
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be expected for an axis-symmetric (or nearly so) dispersion supported structure. If,

however, there are coherent velocity structures within our sample, as would occur if

we selected members of a substructure, then our resulting line-of-sight velocity field

will not represent our assumed virialized structure. The ultimate concern for the

transverse motion is understanding how unidentified substructure within our sample

could bias any of the three components of the M 31 bulk motion..

There are two obvious approaches for exploring the potential effect of substruc-

ture in our transverse motion measurement. First, one could mimic our dataset by

appropriately sampling high resolution galaxy simulations undertaken in a cosmolog-

ical sense and with simulated stellar content; second, one could use the data on hand

for those objects associated with known substructure to fractionally “contaminate”

our halo sample. In the former, assumptions relating to the particular Λ-CDM model

may induce systematic biases in the measurement too subtle to be readily distin-

guished; more specifically, the properties of the dwarf satellite galaxies contributing

to the accretion history of the MW-sized galaxy followed. Further, Λ-CDM models

require abundance matching prescriptions to translate between a dark-matter only

simulation to those objects observed in the current haloes of nearby galaxies in order

to simulated realistic present-day dwarf satellites and these prescriptions have come

into question (Boylan-Kolchin et al. 2011, 2012). Moreover, the low mass dwarf galax-

ies that form the haloes of MW sized galaxies are particularly sensitive to the star

formation, feedback, and IMF prescriptions. Albeit there are numerous other scien-

tific questions that can be probed from sampling Λ-CDM models, this approach likely

does not provide a data set well-suited for our ultimate goal — that of estimating

bias from unidentified substructure in the tangential motion estimate.

The latter approach, however, does provide a means to address our concern. This
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empirical technique is both independent of the halo formation model (e.g., the fraction

of substructure) and of prescriptions to predict the properties of individual dwarf

satellite stars. We adopt the latter approach as an appropriate means of empirically

studying the role of substructure in the tangential motion measurement.

In our discussion of the satellite sample, care was given to produce a relatively

substructure-clean halo sample, whose complement is a relatively clean sample of

known substructures. The halo sample can be fractionally contaminated by stars

from the substructure sample to build a unique visualization of the dataset. Then,

by measuring the tangential motion — identically to that of the original dataset — we

gain insight into how contamination by substructure biases the resulting measurement

and its uncertainty. Unfortunately, as discussed in the general discussion of the

tangential motion, where a tracer is located within the halo gives it less or more

weight in the fit. Thus, we undertake this procedure in a Monte-Carlo sense to

average over these effects.

First, a fraction of tracers is chosen uniformly from within the substructure-clean

halo sample. A corresponding set of stars is chosen at uniformly from the substructure

sample and replaces those in the primary halo sample. The tangential motion is

estimated for this realization as described in the previous subsection. The procedure is

repeated Ntrials =1000 times for each substructure fraction. As with the estimation of

uncertainties, statistics on the resulting distribution, its mean and dispersion, provide

insight into how substructure could bias the tangential motion estimate.

For our satellite tracers, there are thirty dSphs and seventeen globular clusters for

47 total objects the halo sample. There are three satellites and eleven globular clusters

beyond 5◦ for fourteen objects in the substructure sample. In permit study of the

substructure fraction to large contaminations, we supplement the substructure sample
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with the fifty objects in Veljanoski et al. (2014) within 5◦ for a total substructure

sample of sixty-four objects.

The test is performed in two contamination schemes. The first is undertaken in an

‘additive’ sense, such that the halo sample is fractionally supplemented with objects

from the substructure sample; The second is undertaken in an ’replacement’ sense,

such that the halo sample is fractionally replaced with objects from the substructure

sample. In either case, the objects to be inserted, and when required the objects to

be replaced, are chosen at random but, given the relatively small size of the halo and

substructures samples (e.g., each is <100 objects), we do not permit an object to be

chosen from the substructure sample more than once. The substructure estimate is

completed for substructure contamination fractions of 5% to 95% in steps of 5%, as

well as at 1%, 2% and 99% with 1000 trials computed for each fraction.

The results of this the empirical substructure measurement are given in Figure

3.3a and 3.3b. The distributions for each of the measured parameters, vsys, vW , and

vN are given in sub-panels i, ii, and iii, in which results from individual Monte Carlo

realizations are shown in light grey with the mean and dispersion over plotted in in

black. The results from the fit in Section 3.3.3 are given by the dash-dot grey line in

each panel and the 1σ range shaded in grey (and bounded by the dashed lines). For

our purposes we consider a mean value that falls outside of the 1σ parameter space

to be a significantly biased result.

For the ‘additive’ procedure (Figure 3.3a), a significant deviation occurs at 50%

substructure contamination for vW , but for vsys and vN the mean values are confined

to the 1σ range of our initial fit. Thus, our result in Section 3.3.3 is relatively

robust to the ‘additive’ substructure procedure. For the ’replacement’ procedure

(Figure 3.3b), however, all three parameters begin to show significant deviations
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from the initial result at the ∼40% contamination fraction limit. Moreover, as the

sample becomes dominated by substructure the range of values over the Monte Carlo

simulation become very large and the fits are, in a sense, highly sensitive to the

‘choice’ of objects in the sample.

From these tests, we find that our exclusion of objects with ρ <5◦, while conserva-

tive compared to vdm12, is an important factor in our final results. Thus, consider-

ation must be given to the selection of objects for samples attempting to measure or

study global motions in the M 31 halo (and by proxy for all haloes). For example, the

rotation measured in the globular cluster sample by Veljanoski et al. (2014), using a

similar procedure as applied here, did not make a distinction between substructure

and halo populations, and, given the significant scatter seen when including the full

globular cluster sample in Figure 3.3, may not represent intrinsic rotation in the halo

globular clusters, but rather coherent motions for the globular clusters associated

with the well-documented and extensive substructure in the inner M 31 halo (Ibata

et al. 2014, and references therein).

3.3.5 Summary

In this section, the theory of and techniques related to the measurement of tangential

motions using line-of-sight motions is demonstrated using the line-of-sight velocities of

dwarf satellites and globular clusters. The sample of satellites and globular clusters

of vdMG08 and vdM12 is expanded using recent observations to include 49 tracer

objects, 43 of which are beyond Rproj = 75 kpc (5◦) The resulting tangential motion

and uncertainties is found to be broadly consistent with previous measures, with a

decrease in the errors for the vW and vN components of the M 31 three-dimensional

motion, which is most likely due to the improved, albeit slight, sampling for both ρ
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and φ. An empirical test for bias due to substructure is developed and applied to the

satellite and globular cluster sample. We find our initial fit (Section 3.3.3) is largely

robust to substructure contamination in an ’additive’ sense and to 40% contamination

in a ‘replacement’ sense. More specifically, if we were contaminated by substructure

to 40% we would obtain results consistent to 1σ with our chosen sample in either case.

We further note that the inclusion of satellites or globular clusters associated with

substructure does substantially increase the scatter in the Monte Carlo simulation

and the overall errors in the result.

3.4 The SPLASH Dataset

The Spectroscopic and Photometric Landscape of the Andromeda Stellar Halo (SPLASH)

is a multi-facility project aimed at studying the global properties of the stellar halo

and its constituent dwarf satellite galaxy population. The SPLASH project consists

of two phases, both of which are ground-based: (i) wide-field imaging of the M 31

stellar halo on 4-meter class telescopes, and (ii) follow-up spectroscopy on 8-meter

class telescopes. The goal of measuring the tangential motion of M 31 will utilize the

entire SPLASH kinematic dataset, whose extent is visualized in Figure 3.4. First,

we describe the 72 pointing imaging campaign in Section 3.4.1, which is specially

designed for photometric identification of likely M 31 giant stars from the dominate

MW foreground populations. Of the 72 fields in the imaging campaign, a total of 53

fields have corresponding observations with Keck+DEIMOS (Section 3.4.2), of which

39 were presented in Gilbert et al. (2012), and six were used in application to their

dSph content in Tollerud et al. (2012, 2013).

While the combination of the published SPLASH catalogs span an impressive

range of radial and azimuthal coverage, we present a supplementary observing cam-
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paign to improve spectroscopic sampling in the outer halo at or beyond Rproj ∼ 100

kpc. Eight fields are acquired from Keck+DEIMOS in our ‘R08’ ring at Rproj = 120

kpc (∼ 8◦), providing full azimuthal coverage at this radius. At the average sur-

face brightness of the outer M 31 halo at this Rproj is ∼ 31 mag arcsec−2 and typi-

cally results in only 1-2 M 31 member stars per Keck+DEIMOS mask (Gilbert et al.

2012). To improve statistics along some lines of sight, additional spectroscopy was

obtained with MMT+Hectospec for two fields in the ‘R08’ ring (Section 3.4.3), which

requires adaptation of the standard SPLASH spectroscopic analyses and considera-

tion to maintaining a homogeneous a sample in the final catalog. Although both the

photometric and spectroscopy data come from a variety of sources (as discussed in

Sections 3.4.2 and 3.4.3), effort is placed on making the most homogeneous selection

of M 31 halo members (described in Section 3.5).

3.4.1 Washington + DDO51 Photometric Catalogs

Observations

Imaging data for 72 fields in the halo of M 31 were obtained in the Washington+DDO51

filter system from the Mayall 4-m telescope at the Kitt Peak National Observatory

using the Mosaic 1 and Mosaic 1.1 imagers. These data were obtained over six ob-

serving seasons from 2005 to 2010 and combined with the pilot study by Ostheimer

(2003) to form the imaging component of the SPLASH survey. For all of these obser-

vations, we make use of the Washington+DDO51 photometry system, consisting of

the M , T2 and DDO51 filters. Figure 3.4 presents the locations of the imaging fields

to Rproj ∼ 15◦ as boxes properly scaled to their actual footprint. In Figure 3.4, the

familiar M 31 disk is entirely within the first concentric ring of R = 2◦, which demon-

strates the full angular extent of the M 31 halo on the sky. We will now summarize the
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Fig. 3.4.— Map of the M 31 stellar halo as probed by the SPLASH survey. The
satellites Andromeda VI and Andromeda XXVIII are not shown due to their large
angular separations (ρ=19.8◦ and ρ=27.9◦, respectively; see Figure 3.2a). The full ex-
tent of the SPLASH survey, including the KPNO4m+MOSAIC imaging (open boxes),
Keck+DEIMOS spectroscopy (blue filled rectangles), and MMT+Hectospec spec-
troscopy (blue open circles) are given. The footprint of the different telescopes and
instruments are to scale, but the symbol size for the globular clusters and dwarf satel-
lites are not. Dashed rings indicate the radii of 2◦, 4◦, 6◦, 8◦, and 11◦, corresponding
to projected distances of 22.5 kpc, 45 kpc, 90 kpc, 120 kpc, and 165 kpc, respectively.
Those KPNO4m+MOSAIC imaging fields for the spectroscopic outer halo campaign
(see discussion in Section 3.4.1) are highlighted as thick boxes.
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general procedures for the observations, image processing, and photometric catalogs

required for the photometric arm of SPLASH.

The standard SPLASH imaging survey consists of a set of exposures at each

pointing of length 900s, 2 × 900s and 3 × 1800s for the M ,T2 and DDO51 filters,

respectively. All but the 2010 observing run used the Mosaic 1 instrument, which

consisted of eight 2048 × 4096 CCD chips each with its own amplifier covering an

area of 0.36 × 0.36 degrees. The 2010 observing run used the Mosaic 1.1 instrument,

which consists of eight 2048 × 4096 CCD chips each with two amplifiers covering

the same total area. Both Mosaic 1 and Mosaic 1.1 have spatial resolution of ∼

0.26′′ pixel−1, which was well matched to our best seeing, 0.7′′. Our typical seeing,

however, was ∼ 1.0′′. The observations were obtained in overall “good” conditions,

but these were not always photometric. When appropriate, we obtained exposures

in the Washington+DDO51 photometric calibration fields SA98, SA110 and SA114

from Geisler (1990).

Image Processing

Image processing was completed using the standard procedures developed and cus-

tomized for the Mosaic cameras in the MSCRED package of IRAF. We generally follow

the those techniques developed for the NOAO Deep Wide-Field Survey, which de-

scribe in detail each of the steps required to properly reduce these data.2 Each

observation run was reduced independently following the same prescription. Calibra-

tion frames, namely biases and dome flats, were acquired nightly but applied to the

data as master calibration for each observing run. The readout time for the Mosaic 1

imager was >120 s and thus the nightly calibrations were combined in order to reach

appropriate final statistics for the calibrations. After primary flat fielding from the

2http://www.noao.edu/noao/noaodeep/ReductionOpt/frames.html

h
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Fig. 3.5.— Demonstration of the dwarf-giant separation technique permitted by
our Washington+DDO51 imaging for the dwarf satellite galaxy Andromeda VII (R.
Beaton, in preparation). (a) de-reddened color-color diagram, (M − T2)◦-(M −
DDO51)◦, emphasizing the two dominant stellar populations in our deep imaging:
(i) the foreground MW dwarf “swoosh” (blue schematic) and (ii) the “cloud” of
M 31 giant candidates. (b) The corresponding color-magnitude diagram, (M −T2)◦-
M◦, in which the faint end of the MW main sequence (blue schematic) overlaps
the magnitudes and colors for the Andromeda VII (and by proxy the M 31) red
giant population (red schematic). The green schematic is a main sequence for a
MW substructure, Triangulum Andromeda (Majewski et al. 2004). (c) The sky
distribution of the two populations. (d) The color-color diagram as in panel (a), but
with the points color coded by their giant probability (gprob; Section 3.4.1). Objects
on the dwarf “swoosh” have gprob=0 (black), where as those in the giant “cloud” have
gprob increasing proportional to their separation from the “swoosh” (where gprob=1
is red). (e) The color-magnitude diagram as in panel (b), but those source with
gprob ∼0 are excluded and the remaining points are color coded as in panel (d).
(f) The sky distribution as in panel (c), but with the same coding and exclusions
as in panel (e). The contrast between the galaxy population and the foreground
populations is greatly enhanced and permits photometric pre-selection of likely M 31
red giants at the extremely low surface densities required in the outer halo.
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domeflats, inspection of our DDO51 frames contained a pupil-ghost image and the

T2 frames contained significant fringing. Both of these image artifacts were removed

in the secondary flat fielding process before the application of ‘super sky flats.’

A master pupil image was created by stacking all of the DDO51 images obtained

over an observing run and using object masks to flag the sources in each image. This

master image was then converted into a pupil template using MSCPUPIL, which is

scaled to and subtracted from each individual DDO51 image in the task RMPUPIL.

The procedure for removing the fringing in the T2 frames is similar, except the where

the pupil image is concentrated in the center of the field, the fringing covers the full

field-of-view. A high signal to noise fringe template was constructed by stacking the

object-masked images and a scaled version was subtracted from each individual image

using RMFRINGE.

The pupil free DDO51, fringing free T2, and the M images are then stacked

by filter, again using custom source masking for each image. The stacks are then

smoothed using a 120 × 120 pixel median filter to remove any small scale spatial

gradients. The procedure just described is performed iteratively, as it is often nec-

essary to remove some images used to create the master frames due their specific

characteristics, e.g., image artifacts like bright foreground stars or trails from plane

crossings. The final smoothed stack is adopted as the ‘super sky flat’ and applied

to the entire image dataset. Astrometric corrections were derived for the M image

using the MSCCMATCH task, which contains a well measured distortion pattern for the

Mosaic instrument. The MSCCMATCH routines derive the astrometry relative to stellar

sources in the USNOB1 catalog with both reliable photometry and well measured

proper motions (Monet et al. 2003, 2002).
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Photometry

Our photometry catalogs are created through a series of procedures initially devel-

oped by Ostheimer (2003) in the pilot program and subsequently refined for the

full SPLASH project. First, point spread functions (PSF) are fit in the software

DAOPHOT for each individual chip of Mosaic instrument for each image frame.

Generally, we follow the PSF fitting prescription described in the DAOPHOT man-

ual (Stetson 1987). While it is possible to script this process, we found scripting

failed frequently for these long exposures with relatively high sky background and

the majority of the PSFs were fit to bright, isolated stars by hand. Second, for each

pointing we co-add the M , T2, and DDO51 images after scaling by S/N . Third,

we use a custom iterative procedure that detects and subtracts sources in multiple

rounds. More specifically, Source Extractor (Bertin & Arnouts 1996) is used de-

tect objects in our stacked image, which are then removed from the image using the

source subtraction procedure within ALLSTAR using a PSF fit to the multi-band

image stack. Then, the procedure is repeated on the source-subtracted image until

no additional sources are detected at a 3.5σ detection threshold. This iterative source

finding process ensures that we are able to identify all potential stars in the image

and builds a “master” detection list for each pointing. We use ALLFRAME (Stetson

1994) to simultaneously perform PSF fit photometry on each of our individual images

for the majority of the objects in our master source list.

The ALLFRAME software was specifically designed to use a master detection list

to produce PSF photometry on a series of images of the same pointing. The software

will, thus, force fit detections that may not meet the S/N criteria for detection in a

single frame, if that detection has meets the S/N criteria for the majority of the other

frames. This helps to mitigate potential problems due to differences in weather con-
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ditions over the ∼ 3 hours required to complete a single pointing. Like DAOPHOT,

ALLFRAME will also derive the image quality parameters chi and sharp, that mea-

sure the ‘fluffiness’ and ‘contrast’ of a source compared to the sky background and

detector statistics. Both of these parameters are powerful metrics for either identi-

fying spurious sources like cosmic rays or separating compact, star-like sources from

those consistent with extended galaxies. Lastly, the final ALLFRAME photometry

is combined with the stellaricity parameters determined by Source Extractor on our

deep, all filter stack using a neural net algorithm (Bertin & Arnouts 1996), flag and

prob, to construct a final catalog of detections.

A major contaminate to our deep photometric catalogs is the population of back-

ground galaxies that become a fractionally large population at the magnitudes rel-

evant for M 31 red giant stars (i.e., V , I <20). We intentionally retain the image

quality information from both DAOPHOT and Source Extractor because of the com-

plementary morphology measurement goals of either program. The DAOPHOT pa-

rameters are explicitly optimized to identify clean samples of stars and the SExtractor

parameters optimized to identify galaxies. Thus, by combining the parameters, we

hope to mitigate any systematic biases that might influence photometric star-galaxy

separation from the use of a single set of image quality metrics.

Individual magnitudes are combined and calibrated for each frame of each point-

ing using the procedure developed by Siegel (2002) known as MAGMA. MAGMA uses a

set of photometric transformation equations for a set of observations to iteratively

solve for color and magnitude across multiple passbands. The transformation equa-

tions are given specific to an individual frame, which allows for combining frames

taken over multiple nights, multiple observing conditions, and even multiple telescope-

instrument combinations. When permitted by the observing conditions, photometric
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transformation are derived from standard star fields using the colors and magnitudes

for the Washington+DDO51 system from Geisler (1990). These fields were selected

to span typical color ranges in M−T2 and M−DDO51 appropriate for study of cool,

evolved stars and their separation from foreground main sequence populations of the

same spectral type. The transformations are generated using aperture photometry

on each standard star and a interactive procedure to fit zeropoints, airmass terms,

and color terms for each photometric night. The resulting transformation errors are

typically negligible in comparison to the random uncertainties for a given object in

our source catalog.

Many fields originally taken in non-photometric conditions were reobserved on

photometric nights3 and then ‘bootstrap’ calibrated using common stars. MAGMA

‘bootstraps’ non-photometric data to photometric data by averaging magnitudes and

colors common to multiple observations and deriving appropriate transformations to

tie these fields together. In these cases, the photometric transformation errors are

proportional to the number and properties of stars used for the bootstrapping. For

those fields without ‘bootstrap’ reobservation, zeropoints are derived to USNOB1

photometry and combined with fiducial magnitudes for foreground MW features in

the color-magnitude and color-color spaces. In both of these cases, the corresponding

calibration errors are larger than those of the full calibration procedure and once

folded into the final magnitude uncertainty accurately represent the precision of the

final reported magnitude.

Once calibrated, magnitudes from individual frames of the same filter are averaged

and the resulting errors are the appropriate quadrature sums of the individual mag-

nitude errors. Errors associated with the photometric calibration in each magnitude

3Efforts to bootstrap calibrate the SPLASH imaging formed the bulk of the 2010 imaging obser-
vations.
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are also added in quadrature to errors from the PSF photometry to compute the final

reported magnitude error. We use (Schlegel et al. 1998) dust maps to estimate the red-

dening at the position of each star using transformations to the Washington+DDO51

system derived by Majewski et al. (2000).

Figure 3.5a, Figure 3.5b, and Figure 3.5c present an example photometric catalog

for the satellite galaxy Andromeda VII (R. Beaton, in preparation). The Andromeda

VII field was selected to demonstrate the SPLASH photometry due to its location

closest to the Galactic plane (b ∼ −9.96◦), thereby representing the ‘worst case’ for

foreground populations. Moreover, because its stellar constituents are located at a

common distance — unlike a generic pointing in the M 31 halo that, for a spherical

halo, could sample large line-of-sight depths — its signature in color-color (Figure

3.5a), color-magnitude (Figure 3.5b), and sky distribution (Figure 3.5c) spaces is

apparent from visual inspection, while its own extended two-dimensional structure

reaches equivalent surface brightnesses to our halo fields at large Rproj . Figure 3.5a

is the Washington+DDO51 color-color diagram, which uses the (M − T2)◦ color as

a proxy for stellar temperature or stellar type and (M − DDO51)◦ as a proxy for

surface gravity or stellar luminosity class. There are two features of note in Figure

3.5a: (i) the foreground MW “swoosh” (highlighted by the blue schematic), and (ii)

a “cloud” of red giant stars.

Figure 3.5b is the corresponding color-magnitude diagram for this field, in which

the foreground populations (the MW disk is schematically highlighted in blue and a

MW halo substructure in green) swamp the target Andromeda VII red giant branch

(highlighted in red). While Andromeda VII is of high enough contrast to isolate

in color-magnitude space, the contamination from foreground main sequence pop-

ulations, as is evident in the color-color diagram, cannot constrained. Figure 3.5c
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presents the spatial distribution of sources in the Andromeda VII pointing. An-

dromeda VII can be readily identified due to its relatively high surface density at

these magnitudes as an over dense region of stars in the lower left of the panel, but

its extended structure at overall lower surface brightness is impossible to constrain

given the overall high background. From this discussion, however, the situation can

be improved by isolating those stars in the color-color giant “cloud.”

Color-Color Selection of RGB Stars

The power of the Washington+DDO51 photometry system is in its ability to separate

foreground main sequence stars from target evolved stars of the same spectral type

(Majewski et al. 2000), which has been crucial for the study of numerous MW halo

substructures (including Majewski et al. 2012; Sohn et al. 2007; Muñoz et al. 2006b,a;

Westfall et al. 2006; Majewski et al. 2005; Muñoz et al. 2005; Palma et al. 2003;

Kundu et al. 2002, among others). The dwarf-giant separation is permitted by the

(M −DDO51) color, which is dependent on both the metallicity and temperature of

that star. The Washington M and T2 filters are used to identify cool stars and the

addition of the intermediate-band DDO51 filter, which is contained within the broad-

band M filter and centered on the surface gravity sensitive MgB spectral feature,

permits separation of cool stars by their luminosity class. Thus, the M − DDO51

color serves as a efficient tool to clean our photometry samples of foreground MW

dwarf contamination on a star by star basis. Unlike many of the previously listed

applications of the Washington+DDO51 system to MW halo substructure — objects

whose stellar sequences are at nearly identical distances and are thereby relatively

easy to isolate as demonstrated for Andromeda VII in the previous section — our

purpose is to probe the large and primarily diffuse M 31 stellar halo, which in any
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Fig. 3.6.— Demonstration of dwarf giant separation as a function of M−T2 color for
two dwarf Spheroidal fields, Andromeda VII (top) and Andromeda XIV (bottom), in
the SPLASH footprint (R. Beaton, in preparation). These two satellites were chosen
because they have overall similar numbers of red giant stars and are located near the
Galactic latitude extremes of the SPLASH survey coverage (b=-9.96◦ and b=-33.17◦,
respectively) and thereby demonstrate the level of foreground contamination present
across the survey fields.
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given field spans a large line-of-sight depth. Thus, we require a generalized dwarf-giant

separation criteria for application to halo fields and we derive a photometric giant

probability, gprob, for each detection based on its location in the color-color diagram.

This parameter, described below, is the primary means by which we separate giants

and dwarfs in our photometry catalogs.

The gprob parameter is derived using the (M − T2)◦, (M − DDO51)◦ color of

a source and a fiducial MW dwarf sequence in color-color space. For each star,

we first estimate the distance between a specific star and the point on a fiducial

dwarf sequence at the same (M − T2)◦ color. We then derive color errors, σ(M−T2),

σ(M−DDO51), as the quadrature sum of the errors in each individual magnitude (e.g.,

σ(X−Y ) =
√

σ2
X + σ2

Y ). Then, we convert the (M − T2, M − DDO51) point into a

probability distribution defined as a two-dimensional Gaussian centered on the point

with standard deviations equal to the color errors (σ(M−T2), σ(M−DDO51)) The final

value is calculated for each star by convolving the probability distribution for the star

centered on its (M − T2)◦, (M −DDO51)◦ position (with the same probability dis-

tribution) shifted to the fiducial location of the MW dwarf sequence. An uncertainty,

σgprob, is estimated for each detection based on the uncertainties associated with the

individual numerical integrations and calculations. The gprob values range from 0 to

1.0, where gprob = 0 is a star that falls on the dwarf locus and gprob ≥ 0.0 has some

chance of being a giant. Stars with gprob = 1.0 are the most “secure” giants and are

located far from the dwarf locus in color-color space.

In Figure 3.5d, we demonstrate the derivation of gprob by color-coding the star-like

sources in Andromeda VII in the ((M − T2)◦, (M −DDO51)◦) color-color diagram.

We note that the MW dwarf locus forms an easily identifiable “swoosh” that shows

only minor deviations across the wide range of Galactic latitudes covered in the
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SPLASH M 31 halo survey (see Figure 3.4). As shown in Figure 3.5d, gprob is a

smooth distribution moving away from the dwarf “swoosh.” The most secure giants,

gprob ∼ 1.0 are located near the center of the giant “cloud.” Unfortunately, objects

with very red (M − DDO51)◦ colors ((M − DDO51)◦ ≥ 0.25) and likely to be

background galaxies, are automatically classified as “secure giants” by our system,

but are easily removed by applying an upper limit to the permitted (M − DDO51)

color. We note that, for emphasis, we have manipulated the order of points plotted

such that gprob =0.0 are overplotted on the gprob > 0.0 points to demonstrate the

highest contrast between the two features.

Figures 3.5e and 3.5f present a visualization of our giant probability, gprob, pa-

rameter, color-coded identically to Figure 3.5d, both in color-magnitude space (Fig-

ure 3.5e) and distribution on the sky (Figure 3.5f), but with all dwarf-like objects

(gprob<0.1) removed. Figure 3.5f demonstrates the distribution of targets identi-

fied as probable giants in color-magnitude space. As expected, the majority of the

red giants are fainter than M ∼ 21.5 consistent with red giants at M 31 distance

(m−M = 24.4), and over a large range in (M − T2)◦. The distribution of probable

giants in 3.5e do not show the same smooth gprob distribution as noted in Figure

3.5d. This indicates the potential for missed giants from choosing around the over

dense portion color-magnitude space alone, i.e., explicitly selecting the red giant se-

quence in 3.5b. Figure 3.5f demonstrates the spatial distribution of targets identified

as probable red giants. The gprob parameter is not sensitive to spatial distribution

and thereby represents a robust means of tracing M 31 giant populations to low stellar

density.

The Andromeda VII field is located relatively near the MW disk (b=-9.96◦) and

one could argue that the foreground populations drop off dramatically as the angular
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distance from the disk increases. To explore this concern, we compare the foreground

dwarf and target giant populations, as classified by gprob, for the Andromeda VII

field previously discussed and Andromeda XIV located at the opposite extreme in the

SPLASH Galactic latitude coverage (b=-33.17◦; Majewski et al. 2007). Figure 3.6

presents a marginal distribution of the (M − T2)◦ color for star-like sources in the

Andromeda VII and Andromeda XIV Mosaic pointings as compared to those for likely

dwarfs and likely giants as classified by gprob. Even at our most extreme Galactic

latitude, the foreground dwarf population has a not insignificant contribution to the

total number of source for all M − T2 colors.

The M31 Outer Halo Campaign

The goal of the present work is to constrain the transverse motion of the M 31 center-

of-mass using its variable projection along widely separated lines-of-sight. As shown

in Figure 3.1a, the projection effect for vt is strongest for those sight lines at large

angular separations (ρ), but the direction of the motion (Θt) is best constrained by

sampling the azimuthal (φ) variations of the effect as shown in Figure 3.1b. To gain

the best constraints on the transverse motion, any new spectroscopic data obtained

for this purpose should be at large angular separation, which requires identification

of M 31 red giants at extremely low surface brightnesses (Gilbert et al. 2012). Fortu-

nately, this situation is precisely where the Washington+DDO51 dwarf-giant selec-

tion is most powerful. The SPLASH survey — with a demonstrated record of high

efficiency spectroscopic follow up to 32 mag arcsec2 — is uniquely poised to measure

the transverse motion of M 31. Unfortunately, the Gilbert et al. (2012) spectroscopic

coverage for Rproj>6◦ (90 kpc) is sparse in total number of both the confirmed M 31

members and in azimuths sampled. Thus, we undertake a campaign to improve the
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Fig. 3.7.— Washington+DDO51 photometry (panels i and ii) and spectroscopic
target selection (panels iii and iv) for the eight new Keck+DEIMOS masks at 120
kpc (the R08 ring): (a) R08A011, (b) R08A071, (c) R08A101, (d) R08A149, (e)
R08A197, (f) R08A250, (g) R08A281, (h) R08A311. In each of the sub-figures a-h
the panels are as follows: (i) Color magnitude diagram color coded by the giant prob-
ability, or gprob, as indicated by the color bar at the lower left. The mean color and
magnitude errors are indicated by the thick red pluses on the left for the range of mag-
nitudes spanned by the diagram. (ii) Color color diagram color coded by gprob. (iii)
Color magnitude diagram with all star-like sources as black points and the spectro-
scopic targets indicated by larger symbols. Those objects spectroscopically classified
as failures or too noisy for measurement are filled circles, those objects classified as
galaxies are filled squares, and stellar objects are filled diamonds. Each target symbol
is color coded by its gprob value. (iv) Color-color diagram with symbols as in panel
(iii). The need to “fill” masks with sources often leads to inefficient targeting at these
low stellar densities (as compared to the stellar density of Andromeda VII in Figure
3.5).
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Fig. 3.7.— cont. — Washington+DDO51 photometry and spectroscopic target se-
lection for R08A071.
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Fig. 3.7.— cont. — Washington+DDO51 photometry and spectroscopic target se-
lection for R08A101.
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Fig. 3.7.— cont. — Washington+DDO51 photometry and spectroscopic target se-
lection for R08A149
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number of confirmed M 31 red giants beyond Rproj>6◦ (90 kpc), choosing to focus

our resources on an 8◦ ring, hereafter referred to as ‘R08’, which samples a physical

radius Rproj ∼ 120 kpc or 40% of Rvirial.

From inspection of Figure 3.4, there are a number Mosaic fields in the ‘R08’ ring

in the SPLASH survey with an average azimuthal spacing of ∆φ ≈ 30◦. A total of

ten halo fields, e.g., those fields without a known dwarf satellite, have been completed

and those are, in order of azimuthal angle measured as the position angle from the

M 31 major axis: R08A011, R08A071, R08A101, R08A149, m8 R08A197, R08A250,

R08A281, R08A311, and R08A341. The coordinates and observation conditions for

the imaging observations of these fields is given in Table 3.2. Pursuant to the goals of

this work, we present the photometry only for those fields with new spectroscopic ob-

servations and the data products required to discuss those observations. Exploration

of the M 31 ‘R08’ ring using only photometric giant selection is beyond the scope of

the work presented here.

The panels of Figure 3.7 and Figure 3.8 present the photometry catalogs for the

eight ‘R08’ fields that were targeted with new spectroscopic observations. In each of

the sub-figures, a-h for Figure 3.7 and a-b for Figure 3.8, panel (i) is the (M − T2)◦-

M◦ color magnitude diagram with the average color and magnitude errors shown by

the red crosses for a range of magnitudes, and panel (ii) is the (M − T2)◦ − (M −

DDO51)◦ color color diagram4. In both panels, the star-like sources are color coded

by their giant probability (gprob) as indicated in the color bar. The majority of the

visible differences in the color-magnitude (and by proxy color-color) diagrams are due

to the variable observing conditions (and by proxy the resulting image fidelity and

photometric depth) and not necessarily due to variations in the MW foreground or

the M 31 red giant stars.

4Panels (iii) and (iv) will be discussed in later sections.
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Fig. 3.7.— cont. — Washington+DDO51 photometry and spectroscopic target se-
lection for R08A197.
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3.4.2 Keck+DEIMOS Observations

The selection of targets, observations, image processing, and, finally, the spectroscopic

analyses are now described.

Targeting

Photometric data for Keck+DEIMOS observations come from a variety of sources.

The bulk of the observations were obtained with the Mosaic Camera on the Kitt Peak

National Observatory (KPNO) 4 m Mayall telescope. The photometric catalogs are in

the Washington+DDO51 photometric system, which combines the sensitivity to cool,

late type stars of the Washington M and T2 filters with the intermediate band DDO51

filter (Majewski et al. 2000). The DDO51 filter spans the Mg b Triplet, a spectral

feature sensitive to stellar surface gravity and, when paired with the broadband M

filter, is able to separate stars in the dwarf and giant luminosity classes for the same

spectral type. The native M and T2 magnitudes were transformed into V and I

following the conversion relations derived in Majewski et al. (2000).

The thirty-nine fields adopted from Gilbert et al. (2012) contains several masks

that did not use the SPLASH Washington+DDO51 catalogs previously described.

The photometry in several of the inner fields (Rproj <30 kpc; f109, H11, f116, F115,

f206, f135, f125, f130, mask4, and H13s) were derived from observations with the

MegaCam instrument on the 3.6 m CFHT5. The imaging was acquired in g′ and i′

filters and the photometric catalogs were transformed to the Johnson-Cousins V and

I system using observations of Landolt photometric standards stars as described by

Kalirai et al. (2006). The photometry in the Andromeda X field was derived from V

5Based on observations obtained with MegaPrime/MegaCam, a joint project of CFHT and
CEA/DAPNIA, at the Canada-France-Hawaii Telescope (CFHT) which is operated by the National
Research Council (NRC) of Canada, the Institute National des Sciences de l’Univers of the Centre
National de la Recherche Scientifique of France, and the University of Hawaii.
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Fig. 3.7.— cont. — Washington+DDO51 photometry and spectroscopic target se-
lection for R08A250.
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Fig. 3.7.— cont. — Washington+DDO51 photometry and spectroscopic target se-
lection for R08A281.
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Fig. 3.7.— cont. — Washington+DDO51 photometry and spectroscopic target se-
lection for R08A311.
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and I images on the William Hershel Telescope (Zucker et al. 2007; Kalirai et al. 2010).

Photometry for the fields “streamE” and ”streamF” was obtained from V and I

imaging obtained with the SuprimeCam instrument on the Subaru Telescope (Tanaka

et al. 2010). Washington+DDO51 photometry was acquired after the spectroscopic

observations for the Andromeda X, streamE and streamF fields and are used for the

analyses presented here.

Seventeen fields were used in Tollerud et al. (2012), thirteen of which were included

or partially included in Gilbert et al. (2012). Targeting photometry for Andromeda

XI, XII, XV, and XVI was obtained via archival MegaCam images from the CFHT

in the g′ and i′ filters. Targeting photometry for Andromeda XVIII and Andromeda

XXII were obtained from B and V imaging obtained from the LBC cameras on

the Large Binocular Telescope6. Washington+DDO51 imaging were obtained for all

seventeen fields in Tollerud et al. (2012) and used to derive V and I magnitudes

for all of the spectroscopic targets. The photometry for the two fields of Tollerud

et al. (2013), Andromeda XXVIII and XIX, were obtained from the Sloan Digital

Sky Survey in the g′ and i′ photometric bands (Aihara et al. 2011). The g′ and

i′ magnitudes were converted to V and I following the transformation equations of

Lupton (2005)7.

The above photometric catalogs were used to design spectroscopic slitmasks for use

in the DEIMOS spectrograph on the Keck II 10 m telescope (Faber et al. 2003). The

full mask design process is detailed in Guhathakurta et al. (2006). The field of view

for a DEIMOS mask is 16.7′×5′, an area which is significantly smaller than our wide-

6The LBT is an international collaboration among institutions in the United States, Italy and
Germany. LBT Corporation partners are: The University of Arizona on behalf of the Arizona
university system; Istituto Nazionale di Astrofisica, Italy; LBT Beteiligungsgesellschaft, Germany,
representing the Max-Planck Society, the Astrophysical Institute Potsdam, and Heidelberg Univer-
sity; The Ohio State University, and The Research Corporation, on behalf of The University of Notre
Dame, University of Minnesota and University of Virginia.

7https://www.sdss3.org/dr8/algorithms/sdssUBVRITransform.php

https://www.sdss3.org/dr8/algorithms/sdssUBVRITransform.php
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field imaging catalogs (∼ 0.5 deg2). Spatial placement and orientation of each mask

was driven by considerations required to maximize the success of the observations, e.g.

a location with and overall high density of star-like detections within the magnitude

and color range and with appropriate bright alignment stars (I ∼ 18). For satellite

and stream fields, however, masks were placed on the over dense portion of the spatial

distribution. Generally, the photometric catalogs were of sufficient dynamic range to

include appropriate alignment stars on the same astrometric system, typically that

of the USNOB1 (Monet et al. 2003, 2002).

Each star in the photometric catalog is given a spectroscopic priority based on

the I magnitude, V − I color, and gprob (described in previous section). For masks

in the inner regions (Rproj<30 kpc) and for many satellite targets, the stellar density

of high probability targets was sufficient to fill the ∼100 slits on each mask — even

without gprob. In the outer regions (Rproj>30 kpc), however, higher numbers of low

priority targets or intentionally selected filler targets were selected. Often these filler

targets were potential members of the Triangulum Andromeda overdensity (Majewski

et al. 2004; Rocha-Pinto et al. 2004; Sheffield et al. 2014; Deason et al. 2014, among

others), which is depicted by the green schematic line in Figure 3.5.

Observations

Spectroscopic observations with Keck+DEIMOS were acquired over eleven observing

seasons from 2002 to 2012 using the 1200 line mm−1 grating with a dispersion of 0.33 Å

pixel−1. The slit width of 1′′ yields a resolution of 1.6 Å FWHM. The typical spectral

range is 6450-9150 Å. This wavelength range includes the Ca II triplet absorption

feature at 8500 Åand the Na I absorption feature at 8190 Å. The normal exposure

time is 1 hour each, with modifications made appropriate to the specific observing
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conditions. The deviations from the normal procedure described here are detailed in

the original publications for individual fields and masks (Tollerud et al. 2012; Gilbert

et al. 2012; Tollerud et al. 2013, and references therein).

Eight fields at 120 kpc (‘R08’ ring) were acquired with Keck+DEIMOS specifically

for the tangential motion measurement. These were obtained under good conditions

over two half nights on UT 08/02/2011 and UT 08/03/2011 under good to exceptional

conditions. A log for the eight fields newly acquired for this work is given in Table

3.3. The target selection, described in the previous subsection, is demonstrated for

each field by large symbols color coded by gprob in Figures 3.7a-h in sub-panels (iii)

and (iv) for color-magnitude and color-color space respectively.

Data Processing

The spectra were reduced using custom modified versions of the spec2d8 and spec1d

software packages developed at the University California, Berkeley for application to

DEIMOS data in the DEEP2 Survey (Davis et al. 2003; Newman et al. 2013; Cooper

et al. 2012). The spec2d software handles all of the image level pre-processing, includ-

ing flat-fielding, night-sky emission line subtraction, a two-dimensional wavelength so-

lution, and extraction of one-dimensional spectra from the two-dimensional spectral

data. The spec1d software handles all of the spectral processing, more specifically

the cross-correlation to measure redshifts for individual spectra. The cross-correlation

library includes stellar spectra for a wide range of luminosity and spectral types ob-

tained with DEIMOS and galaxy spectra from the Sloan Digital Sky Survey (see

discussion in Simon & Geha 2007).

Each spectrum and its spec1d redshift is visually inspected for its quality and

given a rating based on the reliability of the measurement (this procedure is described

8http://deep.ps.uci.edu/spec2d

http://deep.ps.uci.edu/spec2d
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in detail by Gilbert et al. 2007). The rating, known as zquality, is an integer flag

which is assigned as follows:

1. zquality = −2 for those stars used for mask alignment (in 4′′ × 4′′ boxes),

2. zquality = −1 for failures in the spectral extraction or image processing,

3. zquality = 0 for a galaxy spectrum,

4. zquality = 1 for redshifts that are manually refit,

5. zquality = 2 for spectra that are too noisy for a reliable redshift,

6. zquality = 3 for spectra with a redshift based on two stellar absorption features,

and

7. zquality = 4 for spectra with a redshift based on three or more stellar absorption

features.

Once classified, the correction of the Earth’s orbital motion into the heliocentric

frame is calculated based on the mean MJD of the observations. A correction for

slit-centering errors is determined for each one-dimensional spectrum by comparing

the observed position of the atmospheric A-band relative to the night sky emission

lines (Simon & Geha 2007; Sohn et al. 2007).

Repeat measurements of individual objects were used to estimate a systematic

velocity uncertainty of 2.2 km s−1 (Simon & Geha 2007; Kalirai et al. 2010; Tollerud

et al. 2012). Random uncertainties for those data from Gilbert et al. (2012) are taken

directly from the spec1d, whereas those from Tollerud et al. (2012), Tollerud et al.

(2013) and the new data acquired here in the R08 ring were derived from a Monte

Carlo spectral re-visualization technique described in Tollerud et al. (2012). The total

uncertainty is the quadrature sum of the systematic and random uncertainty.
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For the new observations presented in this work, a total of 578 objects were ob-

served over the 8 masks, of which 328 redshifts were successfully measured and 285

of these were of stellar type. These statistics, broken down for individual masks, are

given in Table 3.3. In the targeting sub-panels of Figures 3.7a-h, the large symbols de-

noting the spectroscopic targets are coded by zquality, where circles are those objects

with no reliable redshift (zquality= -2,-1,1, or 2), squares are galaxies (zquality=0),

and diamonds are stellar objects (zquality=3 or 4). With the new observations folded

into those in previous works, the final Keck+DEIMOS spectroscopic dataset includes

53 unique fields, 128 individual DEIMOS masks, and is comprised of 6451 individual

stellar spectra from Rproj = 0.5◦ to Rproj = 27.9◦.

3.4.3 MMT+Hectospec Observations

In supplement to the Keck+DEIMOS observations, spectroscopic data were acquired

using the MMT+Hectospec for fields beyond Rproj =100 kpc. Hectospec is a fiber-fed

optical spectrograph made for the f/5 system of the MMT 6.5 m telescope with a 1◦

diameter field-of-view and 300 optical fibers arranged in a “fisherman on the pond”

geometry (Fabricant et al. 2005). The large field-of-view and 300-object multiplexing

is well matched to the Washington+DDO51 36′×36′ and the anticipated density of

M 31 halo members at large projected radii (>≈ 30 deg−2 Gilbert et al. 2006, 2012).

The MMT primary aperture is 6.5 m in diameter resulting in a collecting area that

is a factor of 2.4 times smaller than that of Keck II. In addition, the optical fibers

travel a distance of 26 m from the telescope to the optical bench with an average

throughput of 77% (Fabricant et al. 2005). For observations at equivalent spectral

resolution, equivalent signal-to-noise as the Keck+DEIMOS observations would be

obtained in at total integration ∼3.1 hours with MMT+Hectospec. Thus, the trade-
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Fig. 3.8.— Washington+DDO51 photometry (panels i and ii) and spectroscopic
target selection (panels iii and iv) for the new MMT+Hectospec observations at
Rproj=120 kpc (the R08 ring): (a) R08A101 and (b) R08A197. In each of the
sub-figures the panels are as follows: (i) Color magnitude diagram color coded by the
giant probability, or gprob, as indicated by the color bar at the lower left. The mean
color and magnitude errors are indicated by the thick red pluses on the left for the
range of magnitudes spanned by the diagram. (ii) Color color diagram color coded
by gprob. (iii) Color magnitude diagram with all star-like sources as black points
and the spectroscopic targets indicated by larger symbols. Those objects spectro-
scopically classified as failures or too noisy for measurement are filled circles, those
objects classified as galaxies are filled squares, and stellar objects are filled diamonds.
Each target symbol is color coded by its gprob value. (iv) Color-color diagram with
symbols as in panel (iii). The combination of a larger field-of-view (∼1◦) and larger
number of targets per configuration, result in broader color and magnitude cover-
age, albeit at a shallower magnitude limit (T2 ∼ 21.0) then those of Keck+DEIMOS
(Figure 3.7).
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Fig. 3.8.— cont. Washington+DDO51 photometry for new MMT+Hectospec spec-
troscopy in R08197.
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Fig. 3.9.— Example stellar spectra obtained with MMT+Hectospec over the rest
wavelength range from λ3850 Åto λ 8850 Å. Red dotted lines indicate the wave-
lengths for the stellar absorption features used for the radial velocity measurement
and evaluation (Section 3.4.3 and Table 3.6). Spectral regions shown in black are at
native resolution (∼1.22Åpixel−1), whereas those regions in grey have been smoothed
with a median filter. The approximate passbands of the M (λcent = 5100 Å; green),
DDO51 (λcent = 5415 Å; purple), and T2 (λcent = 8204 Å; orange) filter are indicated
as filled boxes. The six objects span the full (M − T2)◦ and (M − DDO51)◦ range
of the spectroscopic targets.



149

off in observing efficiency is more than compensated by the nearly 30× gain in area

for spectroscopic observations at these low surface brightnesses.

Washington+DDO51 catalogs served as the basis for the MMT+Hectospec ob-

servations in the fields R08A101 and R08A197. The design of the fiber positioning

system of Hectospec (Fabricant et al. 2005) constrains the fiber positioning and,

thereby, restricts the target selection. An interactive GUI called XFITFIBS9 is used

to convert prioritized target lists into appropriate fiber configurations that take into

account fiber placement concerns. Similar to the targeting for the Keck+DEIMOS

catalogs, our photometry catalogs were ranked using their M − T2 color, T2 magni-

tude, and the giant probability parameter from the color-color diagram. Secondary

targets were selected from the Triangulum Andromeda main sequence turn off (Ma-

jewski et al. 2004). Of the 300 fibers, approximately 70 were reserved for night sky

measurements and the XFITFIBS software distributes these appropriately amongst

the science targets to maximize the success of sky removal. XFITFIBS also selects

appropriate guide stars (R >16) from the user catalog that must be placed in an 86◦

arc around the exterior of the instrument field-of-view. Our Washington+DDO51

catalogs are astrometrically calibrated to the USNOB1 catalog and, if necessary, we

supplement our catalog with appropriate bright guide stars from the USNOB1 cata-

log (Monet et al. 2003, 2002). The targets for the MMT+Hectospec observations are

shown as the large symbols (color coded by gprob) in panels (iii) and (iv) of Figures

3.8a and Figures 3.8b.

Observations were acquired using the 270 groove mm−1 grating producing a dis-

persion of 1.2 Å pixel−1 for continuous spectral coverage from 3770-9200Å and a line

full width at half maximum of 6.2 Å (Fabricant et al. 2005). Hectospec is operated

in queue service mode in order to average time losses across all observing programs

9https://www.cfa.harvard.edu/~john/xfitfibs/

https://www.cfa.harvard.edu/~john/xfitfibs/
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and the observations presented here were spread across dark time during the Fall

2011 trimester. As such, the individual observing conditions vary greatly in both

atmospheric seeing and transparency. We boosted our target integration times to

compensate for these variable conditions. The log of observations is presented in

Table 3.4 for those fields targeted with MMT+Hectospec.

In theory observations split over multiple nights should pose few concerns, if the

fiber configuration was performed identically night-to-night. Owing to the need to

compensate for field-rotation over the course of the night, the instrument requires a

change in its position angle to observe the same field before and after transits due

to the 86◦ maximum reach of the guide probes (Fabricant et al. 2005). This restric-

tion has the effect of requiring unique fiber configurations for pre- and post- transit

observations, which has the effect of “shuffling” the target-to-fiber assignments. In

theory, this shuffling assists our effort by averaging over detector and fiber specifics,

but in practice fiber positioning restrictions cause objects to be added and dropped

between observing nights. After data processing challenges relating to the varying

configurations were realized from data acquired in 200710, the 2011 data was sched-

uled specifically to avoid these problems — although care was still taken to check the

configurations for each night for any variations in the fiber positioning.

The processing of the Hectospec data is complex and a custom end-to-end pipeline

was written for semi-automatic image processing, spectral extraction, and redshift

measurements (Fabricant et al. 2005; Mink et al. 2007). Flat-fielding and overscan

corrections are applied in the MSCRED environment in IRAF before spectra are extracted

with attention given to modeling distortions on the chip. Wavelength solutions are

derived for the two-dimensional image, applied to each extracted spectrum, and then

tweaked as required using OH sky emission lines. Sky subtraction is performed on

10These data targeted known substructure are not used for the transverse motion measurement.
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a per-exposure basis for each individual object using the average sky spectrum for

the nearest six sky fibers. The resulting sky template is then normalized to the OH

λ 8399 Å feature in each object. This procedure has been tested reliably for galaxy

spectra to a magnitude of R∼23 (Fabricant et al. 2005). Once the sky is removed,

objects from individual exposures are combined. The λ 6800Å and λ 7600Å features

are divided out and a known red leak from a fiber LED is modeled and removed

(Mink et al. 2007). The final product is a wavelength calibrated variance-weighted

co-addition of individual exposures rebinned to a common wavelength solution for

each of the unique science objects.

The observations used here were processed using the recently completed IDL im-

plementation of the pipeline at the Smithsonian Astrophysical Observatory Telescope

Data Center. Due to the night-to-night configuration and data quality concerns, the

data was custom processed on a night to night basis. The one-dimensional spectra

were matched between configurations and nights using their sky positions before vi-

sual inspection and comparison to its matches. Those spectra with low signal-to-noise,

exceptionally large residuals from sky subtraction, or spectral features inconsistent

with the other matches were removed. The remaining co-added exposures in each

field were then co-added to produce the final spectrum for each object. Given that

the observations span a range of ∆M ∼4 magnitudes and ∆(M − T2) ∼ 2.5 in color

(see Figures 3.8a and 3.8b) as well as condition variations for those stars observed on

different nights, the signal-to-noise varies amongst the ensemble of spectra.

A set of stellar spectra from the MMT+Hectospec dataset are given in Figure

3.9 for the rest wavelength range λ3850Å to λ8850Å. Each spectrum is shown its

native resolution with no smoothing, except for the bluest portion of star (vi), which

is exceptionally red and likely of late-M stellar type. The sharp spikes, for example at
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λ5700Å, are largely residuals due to sky subtraction and only begin to strongly distort

the spectra at the reddest wavelengths (e.g., >λ7500Å). The spectra are ordered from

top to bottom by their observed M − T2 color (i.e., intentionally without correction

for foreground extinction), which span a total range of 2 magnitudes (0.7 >M − T2

<2.8) and vary in spectral type from late G to mid-M based on visual comparison to

those templates provided in Turnshek et al. (1985). For visualization purposes the

approximate M , DDO51, and T2 passbands are given, which permits a comparison

of the M −DDO51 color to the MgB and MgH features to demonstrate its utility as

previously described in Section 3.4.1.

Measurement of Line of Sight Velocities

Given the queue scheduled nature of the observations, adequate spectral templates for

our desired K-type and M-type stars were limited within the standard MMT+Hectospec

spectral template suite and, thus, the cross-correlation results using the available tem-

plates were largely unsatisfactory. Therefore, we developed a procedure making use

of a series of spectral lines common to the K- and M- spectral types for both the

giant (III) and dwarf (V) luminosity classes by comparison spectral data for such

stars available by Turnshek et al. (1985). The initial line list was comprised of the

absorption lines: Ca H (λ 3933.6614 Å), Ca K (λ 3968.4673 Å), Hβ (λ 4861.34 Å),

Na Doublet (λ 5889.860, 5895.924 Å), Hα (λ 6562.81 Å), the infra-red calcium triplet

(CaT, hereafter; λ 8498.43, 8542.32, 8662.44Å), and a handful of TiO absorption

features. The wavelengths for the initial line list are shown Figure 3.9 for six spectra

in the MMT+Hectospec, with the TiO lines excluded due to their multitude over the

shown spectral range.

A fully-automated python code, which was originally developed to fit equivalent
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widths with appropriate analytical functions, was adapted for the direct measurement

of individual line centers (G. Damke, in preparation). The code uses a Gaussian func-

tion with both the central wavelength and the full-width at half maximum (FWHM)

as free parameters, though these values can be constrained to appropriate ranges.

The code is able to fit individual lines within individual spectral windows, or to de-

termine a joint solution for multiple spectral lines over a single spectral window or

within individual sub-windows for each of the spectral lines. The range of velocities

permissible to the code is thereby set by the spectral windows specified for individ-

ual lines and as a result the code can be specified for galaxies or for stars, but not

both simultaneously. Thus, we opt to remove obvious emission line galaxies by visual

inspection and focus only on stellar spectra, which is conducted as zquality classi-

fication before the measurement of the radial velocity. The code produces the best

results when applied to continuum normalized spectra (G. Damke, in preparation)

and the continuum normalization was performed for each final co-added spectrum

using a low-order polynomial in the IRAF procedure CONTINUUM.

The R08A101 field had, on average, the highest quality data (see Tables 3.4 and

3.5). A training set of the objects in the R08A101 data was selected visually to span

a range of signal-to-noise, spectral type, and luminosity type. This training set was

used to explore combinations of joint-line fits and individual line fits to determine a

combination with the greatest applicability to our science targets. Those lines that

were found by visual examination to be either consistently not detected, poorly fit,

or contaminated by nearby night sky lines for the objects in the training set were

removed from consideration. At the conclusion of this evaluation procedure, the

initial line list was reduced to: Ca H, Ca K, Hβ, the two lines of Na D, Hα, and the

three lines of the CaT.
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The full set of R08A101 science targets, pre-culled of background galaxy contam-

inants with bright emission lines, was then fit using these “best” lines. The spectral

windows applied for each line were customized to avoid wavelength regions consis-

tently dominated by sky subtraction residuals and provide appropriate bandwidth

to measure the stellar continuum. The Ca H and Ca K absorption lines were best

fit jointly over a contiguous spectral window from λ3880Å to λ4058Å, in part due

to the low S/N at these wavelengths for red targets (see Figure 3.9). The Hβ line

was not uniformly detected due to its characteristic weak expression stars of the M

spectral type (Turnshek et al. 1985) and as is evident the M − T2 color progression

of Figure 3.9. The Na D, while being identifiable for all stellar objects in the sample,

consistently had large residuals from sky-subtraction that caused significant distor-

tion of the line shape and, thereby, consistently resulted in a poor quality fit to the

line center. The first and third lines of the CaT were also commonly contaminated

by sky subtraction residuals (these are visible in the example spectra of Figure 3.9)

and only the second line (CaT2, hereafter; λ 8542.32Å) was consistently well fit for

those objects in the R08A101 field. From the inspection of the line fitting across the

full R08A101 object list, the final line list included: Ca H + Ca K, Hα, and CaT2.

The absorption lines and spectral windows used for the radial velocity measurements

are specified in Table 3.6.

The procedure was applied to the entire set of MMT+Hectospec observations.

Measurement uncertainties for each of the fit parameters, more specifically the redshift

and line-width, were measured independently by the python procedure (G. Damke,

in preparation). The Gaussian was constrained by a minimum FWHM of approx-

imately two resolution elements (2.6Å) motivated to avoid fitting sky-subtraction

residuals (typically very sharp), and by a maximum FWHM of 15Å, or 30% of the
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smallest spectral window, to avoid fitting any residual low order noise. The final

redshift was computed as the error weighted mean of the four line fits, with those fits

with that did not converge rejected entirely. The resulting velocities were inspected

manually over the full spectral coverage and given a zquality rating using criteria

identical to that implemented for the Keck+DEIMOS spectra previously described.

We note that this entire procedure was completed “blind” to the knowledge of the

Keck+DEIMOS computed velocities for any stars common to both samples. Some

comparisons, however, were made to the cross correlation results from the Hectospec

pipeline and found to agree for those spectra with reliable measurements in both

procedures, which were typically those stars with high S/N .

The final MMT+Hectospec sample consists of 442 individual spectra, 158 (36%)

of which are stellar, 216 (49%) of which are galaxies, and 68 (15%) of which were

unusable. The classifications for individual targets are visually depicted in panels (iii)

and (iv) of Figures 3.8a and 3.8b by the coding of the large symbols, identical to those

previously presented for the new Keck+DEIMOS observations. The final number of

science objects in each field is given in Table 3.5 for each of the fields.

3.5 Selection of M31 Members

Our sample of spectroscopic objects in the joint Keck+DEIMOS and MMT+Hectospec

datasets contain several distinct populations that must be disentangled before pro-

ceeding to measure the tangential motion of M 31. Of the 53 fields with spectroscopic

observations used in this work, 17 (32%) are designed around dwarf satellite galaxies

and the easiest population to remove are the high likelihood dwarf satellite members

(Section 3.5.1). After removing the potential dwarf galaxy members, the remaining

stars consist of our target M 31 giants and the foreground MW dwarfs, for which the
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latter dominate by number in all fields but those at the highest M 31 stellar den-

sity. Since the two populations of stars, on average, span the same spectral type,

separation of the two populations requires use of parameter spaces that distinguish

the populations by both luminosity class, spectral type, and kinematical properties

(Section 3.5.2). Once high likelihood M 31 halo members are identified, those stars

belonging to coherent velocity substructures from recent satellite accretions need to

be isolated (Section 3.5.3). Lastly, the M 31 selection criterion must be evaluated for

potential velocity bias (Section 3.5.4).

3.5.1 Removal of dwarf Spheroidal Members

Since the identical datasets used in the Tollerud et al. (2012) and Ho et al. (2012)

are also used for this work, all high probability dwarf satellite member stars from

those analyses are excluded from the tangential motion sample. This still leaves a

number of “likely” dSph members that were rejected for the purposes of Tollerud

et al. (2012) and Ho et al. (2012), i.e., to produce a pristine sample of dwarf satellite

member stars for study of internal kinematics. In the efforts of Gilbert et al. (2012)

to make the most clean sample of M31 halo members, these “likely” stars were also

excluded if they were within 3σdisp of the systemic velocity for the galaxy, where σdisp

is the velocity dispersion of the satellite. For our purposes, we use the kinematical

parameters from Tollerud et al. (2012) directly instead of adopting those of Collins

et al. (2014) as was done in Section 3.3. We adopt the Gilbert et al. (2012) criteria

for the satellites common to Tollerud et al. (2012) or Ho et al. (2012).

DEIMOS masks for the satellites Andromeda XXVIII and Andromeda XXIX were

obtained by Tollerud et al. (2013). Stars were targeted in these objects using SDSS g′

and r photometry and no Washington+DDO51 data exist for these fields that would
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permit adoption of the Tollerud et al. (2012) membership algorithm. Following the

example of Gilbert et al. (2012), we consider any stars within 3σdisp of the satellite’s

systemic velocity as members of that dwarf satellite.

3.5.2 M31 Likelihood

Gilbert et al. (2006) developed a multi-dimensional maximum-likelihood technique

optimized to identify M 31 red giants from foreground MW dwarfs. Gilbert et al.

(2006) explored numerous measurements permissible from the combined spectroscopic

and photometric data in the SPLASH survey, including equivalent widths from stellar

absorption features, optical colors and magnitudes, and radial velocities, to isolate a

set of five parameter spaces, for which the resulting contrast between an the giant

(Pgiant) and dwarf (Pdwarf) probabilities was sufficient to isolate the two populations.

The technique is quite powerful and has enabled numerous insights into the M31

stellar halo to unprecedented surface brightnesses for resolved stellar spectroscopy

including those studies presented in Gilbert et al. (2006); Kalirai et al. (2006); Gilbert

et al. (2007, 2009b, 2012) among others. First, we summarize this technique and

apply it to the full SPLASH sample of stars from Keck+DEIMOS; Second, we discuss

alterations to the technique for the MMT+Hectospec sample, the spectra for which

are at lower spectral resolution than that of Keck+DEIMOS.

The Gilbert et al. (2006) probability distributions determined using the pilot M 31

imaging program of Ostheimer (2003) are shown in the panels of Figure 3.10, in which

contours for the dwarf distribution are given in blue and the giant distribution in red.

The five metrics are:

1. Position in the color magnitude diagram relative to a fiducial isochrone for M 31

(∆XCMD, ∆YCMD; Figure 3.10a),
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Fig. 3.10.— Demonstration of the likelihood diagnostics of Gilbert et al. (2006) for the
SPLASH dataset used in this work (Section 3.4. (a) A color-magnitude space defined
relative to fiducial M 31 isochrones. (b) The heliocentric radial velocity (vhelio). (c) A
parameter derived from the DDO51 magnitude, fDDO51. (d) A space defined from the
(V −I)◦, a proxy for stellar temperature (spectral type), against the equivalent width
of the Na I doublet at λ8200 Å, a quantity sensitive to surface gravity (luminosity
class). (e) A two dimensional space comparing the photometric and spectroscopic
estimates of metallicity ([Fe/H]). In each of the panels, the hashed contours define
the probability distributions from Gilbert et al. (2006) for the giants (red) and dwarfs
(blue). (f) Marginal distribution of final likelihood values, which are computed from
the individual likelihoods as described by Equation 3.10. The dashed grey histogram
indicates those objects more likely to be dwarfs and the solid black histogram those
objects more likely to be giants. Stars more likely to be dwarfs are plotted as grey
points in panels (a) - (e), and those stare more likely to be giants are shown as black
points.
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2. Heliocentric radial velocity compared to distributions for M 31 and the MW

(vhelio; Figure 3.10b),

3. The M-DDO51 color as compare to distributions for dwarf and giant stars

(fDDO51; Figure 3.10c),

4. The lack of correlation between Na I EqW and color ( Na I EqW, (V-I)◦; Figure

3.10d),

5. An overall correlation between the metallicity ([Fe/H]) determined from photo-

metric (comparison to isochrones) and spectroscopic (the IR CaT) techniques

([Fe/H]phot, [Fe/H]spec; Figure 3.10e).

The ∆XCMD, ∆YCMD, and [Fe/H]phot measurements are computed in comparison to

a grid of theoretical stellar isochrones shifted to M 31 distance ((m−M) = 24.4) in the

Victoria-Regina system (VandenBerg et al. 2006) with an age of t=12.6 Gyr, no alpha

enhancement (i.e., [α/Fe]=0.0), and spanning a metallicity range of −2.3 ≤[Fe/H]≤

0.5. More details on these measurements can be found in Sections 3.2.5 and 3.2.6 of

Gilbert et al. (2006).

The probability distributions shown in Figure 3.10 are then used to compute a

giant probability (Pgiant) and a dwarf probability (Pdwarf) for each individual star, i,

in each of the parameter spaces, j. For each diagnostic j, the likelihood that a star i

is a red giant is determined using the formula:

Lij = log(
Pgiant

Pdwarf

). (3.9)

The final overall likelihood of being an M 31 red giant is the weighted average of
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the individual likelihoods for each star:

〈Li〉 =
ΣjwjLij

Σjwj

. (3.10)

Generally, all likelihoods receive identical weight (i.e., wj = 1), and only those stars

that are outliers in the three two dimensional parameter spaces (i.e., those shown in

Figures 3.10a, 3.10d and 3.10e) receive down weighting. In these cases, the objects are

down weighted as described in Gilbert et al. (2006). The effect of the down weighting

is to restrict the resulting sample to the regions of parameter space well sampled by

the training set (See Section 3.3 of Gilbert et al. 2006). We note that in the event

that one parameter space cannot be used — as occurs for the fDDO51 parameter for

those fields without Washington+DDO51 data — the individual likelihood is set to

zero (Lij = 0), as it effectively has equal chance of being a giant or dwarf if no data

is available for given diagnostic space.

Using Equations 3.9 and 3.10, L = 0 represents a star that has equal probability

of being a MW dwarf or a M 31 halo star. Negative values of L represent stars more

likely to be MW dwarfs than M 31 halo stars. Positive values of L represent stars

more likely to be M 31 halo stars than MW dwarfs. For practical reasons, L is given a

floor at L=-5 and a ceiling of L=5 (see Gilbert et al. 2006, for additional discussion).

The Gilbert et al. (2006) likelihood diagnostics are applied to the full Keck+DEIMOS

sample in Figures 3.10a - 3.10e, in which stars more likely to be MW dwarfs (i.e., L

<0) are shown in grey and those more likely to be M 31 giants (i.e., L >0) are shown

in black. The implementation of the L code used for this work is identical to that of

Gilbert et al. (2012), and is optimized identify M 31 halo stars (as opposed to dwarf

satellite stars as was done for Kalirai et al. (2010)). Comparison of the probability

distributions (hashed blue and red contours for dwarfs and giants, respectively) and
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the classification based on final likelihood, L, indicated by the grey or black points in

Figure 3.10 show overall good agreement.

Figure 3.10f is a marginal distribution of the L computed from Equation 3.10,

where likely dwarfs are shown in dashed grey and likely giants in solid grey. From

inspection of Figure 3.10f, it is clear that the tails of the likely dwarf and likely giant

distributions overlap in the range of L ∼ ± 0.5 and Gilbert et al. (2006) devised

an empirical means to alleviate some of the degeneracy, which will be discussed in

Section 3.5.2 after a discussion of the adaptation of the L implementation for our

MMT+Hectospec sample.

Spectral Measurements for MMT+Hectospec Data

The M 31 likelihood method was tailored to the Keck+DEIMOS dataset, and, thus,

some care must be taken to ensure their application to the MMT+Hectospec data

is consistent in its selection of M 31 members. The data products measured directly

from the spectra in the likelihood calculations are: (i) the heliocentric line-of-sight

velocity (vhelio), (ii) the equivalent width of the Na Doublet at λ8200Å (Na D EW),

and (iii) the spectroscopic metallicity derived from the reduced equivalent width of

the CaT (CaT EW). Thus, we proceed to evaluate these efficacy of these specific

measurements on the MMT+Hectospec spectra, make adjustments as required, and

compare the measurements for spectra common to both samples.

There are eighteen spectra common to the Keck+DEIMOS and MMT+Hectospec

datasets in the R08A101 and R08A197 fields. Only six of the eighteen are both of stel-

lar type and of sufficient S/N in both datasets for reliable velocity (i.e., of zquality 3 or

4) and equivalent width measurements11. Visual inspection of the MMT+Hectospec

11We note that on occasion the redshifted stellar absorption lines will be inaccessible for measure-
ment of equivalent widths for reasons that include, but are not limited to, being red/blue shifted
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Fig. 3.11.— Comparison of measurements used in the likelihood calculation
that are derived from spectroscopy for stars common to the Keck+DEIMOS
and MMT+Hectospec samples. (a) Comparison of a sample spectrum from
MMT+Hectospec (top) to that of Keck+DEIMOS (bottom) for the spectral range
relevant for the equivalent width measurements. The rest wavelengths of the spec-
tral lines for the infrared Na Doublet (Na D) and the infrared calcium triplet (Ca
T) are indicated as dashed vertical lines. The spectral regions used to estimate the
continuum (Fcont) and measure the line flux (Fλ) for either set of spectral features is
shaded as green for the continuum and purple for the line flux (exact values are given
in the text and in Table 3.6). (b) Comparison of the heliocentric radial velocities
(vLOS). (c) Comparison of the NaD equivalent width. (d) Comparison of the CaT
equivalent width. In each of panels (b), (c), (d) unity trend is shown as a dotted line
and the mean difference between the two datasets is shown as a hashed line for panel
d only, as the relationships in panels b and c are consistent with unity. The equiva-
lent widths compared in panel (c) and (d) were measured using identical techniques,
although masking of sky subtraction residuals was required for the MMT+Hectospec
data. Generally, the results from the MMT+Hectospec campaign are consistent with
those of the higher resolution Keck+DEIMOS data, albeit with larger measurement
uncertainties.
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spectra for these source indicate overall spectral features consistent with foreground

Milky Way dwarfs. We note that the observations for MMT+Hectospec and Keck+DEIMOS

were prepared concurrently and that the overlap stars contain only dwarfs is happen-

stance. While we cannot compare M 31 halo stars directly, the luminosity dependence

for the λ8200Å Na D feature is such that having a dwarf dominated sample permits

better comparison of the equivalent width measurement technique; more specifically,

the line is not expressed in the spectrum for a star of the giant luminosity class

(Schiavon et al. 1997).

Figure 3.11a compares the spectrum a single stellar object over the wavelength

range relevant for the equivalent with measurements (e.g., λ8200Å Na D to beyond

the infrared CaT). The rest wavelengths of the NaD and CaT spectral features are

overplotted in Figure 3.11a and the lines show overall similar shapes at the two reso-

lutions in the MMT+Hectospec (top) and Keck+DEIMOS (bottom) spectra, though

we note the decreasing S/N beyond λ8300Å due to night sky emission residuals in

the MMT+Hectospec. Figure 3.11b compares the heliocentric velocities derived from

the two datasets using the methods described in Section 3.4. The line-of-sight ve-

locities measured in the two datasets agree within the measurement errors and the

mean difference between the Keck+DEIMOS and MMT+Hectospec measurements is

∆(v) =-0.7 km s−1. The MMT+Hectospec line-of-sight velocities have larger mea-

surement errors than Keck+DEIMOS both due to reduced precision because of the

spectroscopic resolution and differences in the measurement technique. It may be pos-

sible to improve the uncertainty of the MMT+Hectospec velocities with the use of a

template based cross-correlation method as is done for the Keck+DEIMOS spectra.

The equivalent width measurements for the Na D and CaT are compared in Fig-

ures 3.11c and 3.11d. For consistency with Gilbert et al. (2006), we use identical

onto a chip gap or within the proximity of a series night sky emission lines.
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equivalent width measurement techniques that we now describe. For Na D the con-

tinuum flux (Fcont) is measured using a blue (λ8130Å to λ8175Å) and red window

(λ8210Å to λ8220Å) on either side of the doublet and these regions are indicated in

Figure 3.11a by green shading. The line flux (Fλ) is measured using direct integration

from λ8175 Å to λ8210 Å (depicted in Figure 3.11a by the purple shading) and the

equivalent width derived as follows:

Wline = Σ
Fcont − Fλ

Fcont

dλ, (3.11)

where each Fλ is weighted by its corresponding value in the error spectrum. A similar

procedure is adopted for the IR CaT that uses the region from λ8450Å to λ8700Å to

measure the continuum (Fcont; depicted by the green shading in Figure 3.11a) and

the line flux (Fλ) by direct integration over 18Å spectral windows centered on each

line (depicted by the purple shading in 3.11a). The specific details of the equivalent

width measurements are summarized in Table 3.6. Given the decreased S/N do the

high number of night sky lines at these red optical wavelengths, the equivalent width

measurement is performed in a Monte Carlo sense; more specifically, the spectral

regions are re-realized by randomly adding Gaussian noise, the properties of which

are set by the value of the corresponding error spectrum at each wavelength. A total

of Ntrials = 1000 are used for the Keck+DEIMOS data. The final reported equivalent

width is the resistant mean (i.e., the mean computed with iterative 3σ clipping) and

the error is the corresponding standard deviation computed from the distribution of

the trials.

The initial attempts to measure the equivalent widths for the MMT+Hectospec

data were not successful using the procedure for Keck+DEIMOS. Upon close inspec-

tion of the spectral regions for the six stars, spectral regions around individual lines
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were noted to be consistently influenced by sky residuals. This not only alters the

flux measurements, but the corresponding error spectrum is of a quite large magni-

tude (even approaching infinity), which result in unphysical variations in the Monte

Carlo measurement technique. For these two reasons, these regions with large sky

residuals in all six stars were masked in both the MMT+Hectospec science and er-

ror spectrum. Moreover, the Monte Carlo realizations were extended to Ntrials =

5000 to improve sampling and obtained stability of the final equivalent width values

measured over multiple passes of the software. The equivalent widths were mea-

sured as shown in Figures 3.11c and 3.11d, with overall good agreement with those

for the higher resolution Keck+DEIMOS spectra. The mean difference between the

MMT+Hectospec and Keck+DEIMOS measurements are ∆(NaD) =0.0 Å for the

Na D and ∆(CaT ) =-0.5 Å for the CaT (indicated as the dashed grey line in Figure

3.11d). Again, the measurement uncertainties for the spectroscopic quantities mea-

sured from the MMT+Hectospec spectra are larger than those from Keck+DEIMOS,

which is due in part to the lower spectral resolution and in part to the larger over-

all fluctuations in the error spectrum. We note that the Monte Carlo procedure

developed in application to Keck+DEIMOS spectroscopy may not be ideal for the

MMT+Hectospec data considering to its 4× broader spectral resolution and, thereby,

poorer sampling of the spectral lines.

Adaptations of Likelihood to MMT+Hectospec Data

Having confirmed the fidelity of spectral measurements on the MMT+Hectospec

data against that of Keck+DEIMOS, we now compute the L values as previously

described. Figure 3.12 compares the Li for the diagnostic spaces that use spectro-

scopically derived quantities. Figures 3.12a, 3.12b, and 3.12c compare the Li for vlos,
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Fig. 3.12.— Comparison of the giant probabilities computed in the diagnostic spaces
(i.e., Figure 3.10) for stars common to the Keck+DEIMOS and MMT+Hectospec
samples. (a) Likelihood being an M 31 giant from the radial velocity (L(RV )). (d)
Likelihood of being an M 31 giant from the (V −I)◦-Na EqW space (L(Na−V I)). (c)
Likelihood of being an M 31 giant from the spectroscopic-photometric [Fe/H] space
(L(Fe/H)). (d) Mean likelihood (L) from the three spaces depicted here and two
relying on photometry. (e) M 31 class as described in Section 3.5.2. In all three
spaces, a unity trend-line is shown in grey and the space for consistent M 31 or MW
classification for both spectral quantities is given by the hashing or angled hashing,
respectively (the white spaces demonstrate inconsistent classification). Unfortunately,
the stars common to both samples are all relatively high likelihood MW dwarfs, which
severely restricts the parameter space probed by these comparisons. The comparisons,
however, tend to agree in their overall classification.
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Na EqW-(V − I)◦, and [Fe/H]spec-[Fe/H]phot derived from the Keck+DEIMOS and

MMT+Hectospec datasets, respectively. The six stars are determined to have low

Pgiant in all three spaces in both datasets. Figures 3.12d and 3.12e compare the final

L and the m31class parameter for the six stars, which depend on the values shown

in Figures 3.12a, 3.12b, and 3.12c. Again, the diagnostics agree well for both spaces

for all six stars. Thus, we conclude that the MMT+Hectospec data can be folded

successfully into the larger Keck+DEIMOS sample with no immediate concerns.

M31Class

A problem with the L parameter is its treatment of “marginal” stars, those objects

with Li values that vary from negative (dwarf like) to positive (giant like). A sub-

classification system, described by the parameter m31class was designed to identify

marginal stars in a systematic fashion. The sub-classification uses two criteria: the

mean likelihood (L) and the objects (V − I)◦ color relative to a set of fiducial M 31

isochrones (∆XCMD,∆YCMD; Section 3.5.2). Gilbert et al. (2006) noted that those

stars with |L| ≤ 0.5 often had Li for individual diagnostics that were distributed

across the giant (Li > 0) and dwarf (Li < 0) division. Thus, those stars with |L| ≥

0.5 are considered “secure” dwarfs or giants, as their individual Li classifications tend

to agree for all diagnostics. The “secure” stars are giving an m31class = ± 3, where

+3 are secure giants and −3 are secure dwarfs. The secure giant class, however,

requires an additional constraint using XCMD; more specifically, XCMD < 0.0 implies

that the (V − I)◦ color for the star is bluer than the fiducial M 31 isochrones, and is

thus is photometically inconsistent with an M 31 stellar population. To be considered

a “secure” M 31 giant, m31class = +3 stars must have XCMD < 0.0.

The average error on XCMD from the sample of Gilbert et al. (2006) is ∼0.05, and
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a star with −0.05 ≤ XCMD ≤ 0 is statistically consistent with XCMD ∼ 0.0. Thus,

m31class = +2 are those stars with |L| ≥ 0.5, but with −0.05 ≤ XCMD ≤ 0. An

m31class = +1 are those stars with 0.0 < L ≤ +0.5 and −0.05 ≤ XCMD, or those

stars more likely to be giants and with a color consistent with the M 31 red giant

branch.

Marginal dwarfs are defined similarly with m31class = −1 being those stars with

−0.5 < L ≤ 0.0 and −0.05 ≤ XCMD, under the reasoning that these are more likely

to be giants due to their (V − I)◦ color. Thus, m31class = −2 are those stars with

−0.5 < L ≤ 0.0 and XCMD < −0.05.

In summary, securely classified objects have m31class = ±3 for dwarfs (m31class <

0) and giants (m31class > 0). Marginally classified objects will have m31class = ±2

or m31class = ±1, where the former is more secure than the latter. Thus, m31class

permits separation of “marginal” and “secure” classifications within our likelihood

diagnostic system. The m31class definitions are summarized in Table 3.7.

3.5.3 Known Halo Substructure

Although application of L and m31class will isolated stars with kinematic and pho-

tometric properties consistent with those of the M 31 halo, we must now consider

the removal of fields that are dominated by known halo substructure, which violate

the primary assumption of our transverse motion fitting technique. There are several

categories of known substructure:

The star-counts, dominated primarily by luminous red giant stars, for the “inner”

halo of M 31 (Rproj < 40 kpc) are dominated by the GSS (Ferguson et al. 2002; Brown

et al. 2007; Ibata et al. 2014). Thus, our star selection criteria will preferentially

sample the GSS within the stellar halo. In addition, the GSS can be kinematically
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Fig. 3.13.— Exploration of potential bias in the the vLOS distribution induced by
the likelihood (L) and m31class parameters of Gilbert et al. (2006). The sample
of stars shown here is culled of both dwarf satellite member stars (Section 3.5.1)
and kinematically cold components (Section 3.5.3). (a) Marginal distributions of
heliocentric line-of-sight velocities (vLOS) for a series of cuts on the overall M 31
likelihood (L; Equation 3.10) as indicated by the legend in the upper right of the
panel. (b) Marginal distributions of vLOS for a series of cuts on m31class as indicated
by the legend in the upper right of the panel. (c) Mean vLOS calculated for a set of
samples with different cuts on L. The standard error on the mean is shown in black
and the color coding of the points is such to match the corresponding distribution in
(a). (d) Mean vLOS calculated for a set of samples with different cuts on m31class.
As is detailed in the text, those cuts that isolate “cleanest” samples of M 31 stars have
the unintended consequence of biasing the overall vLOS distributions to both larger
mean blueshifts and to smaller overall dispersions (i.e., a “colder” population).
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detected, and kinematically dominate, in numerous fields where it does not dominate

in total stellar density, perhaps due to the color and magnitude restrictions of the

Keck+DEIMOS targeting, which could preferentially select GSS debris if they are on

the near side of the M 31 disk (Gilbert et al. 2009b). As in previous studies global

kinematic studies of the M 31 stellar halo (e.g., Gilbert et al. 2012, 2014), those fields

with kinematic GSS detections are excluded from our halo sample. Those fields

completely removed are: H11, H13d, R06A220, a13, a3, d1, f116, f123, f135, f207,

and m4.

In addition to those structures associated with the GSS, Gilbert et al. (2012)

further identify coherent velocity peaks embedded within the heliocentric velocity

distribution for a number of fields. The stellar halo of a galaxy is thought to be

a relatively ‘hot’ or large dispersion population over its full extent, albeit it has

low stellar density. From previous SPLASH work the dispersion of the M 31 halo is

σhalo ∼ 100km/s. Thus, in a random sampling of stars along a line-of-sight in the

halo it is reasonable to expect that the velocities of stars be drawn randomly from

a Gaussian deviate of width σhalo. In the best case, a single Keck+DEIMOS mask

could sample as many as 50 to 100 giant candidates, which implies that at 100%

spectroscopic efficiency the resulting distribution of vlos for the most luminous stars

will poorly sample the parent halo population and most likely resemble a uniform

distribution across a large velocity range. Thus, if the marginal distribution for a

mask or field contains a clear velocity peak, that peak is an indication of a kinematic

substructure.

In the analyses of Gilbert et al. (2012), effort was taken to identify kinematic peaks

in all the fields within the SPLASH footprint. With typical widths of less than 10 km

s−1, these peaks are kinematically cold, as is typically found for satellite debris streams
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(Johnston et al. 2008, and references therein). We note that our ability to identify

kinematic substructure is biased toward those substructures that are of small angular

width (i.e., to be well sampled in a Keck+DEIMOS FOV), of high surface brightness

(i.e., to be well sampled at our limiting magnitude), and of velocity dispersions 10

km s−1 (i.e., to be identified as a ‘peak’). Physically these kinematic constraints bias

detection in the inner halo toward those debris accreted more recently from ‘disky’

type progenitors on non-circular orbits (Johnston et al. 2008), and in the outer halo

we are biased toward old, great circle debris on orbits of large radii. Moreover, we are

biased to finding such components in those fields that are better sampled, either due to

multiple masks being observed for a field or fields that have permit high spectroscopic

efficiency — which could occur for fields at higher stellar density (i.e., small Rproj) or

for fields with more complete photometric catalogs (i.e., those observed in excellent

conditions). The combined effect of these considerations is that the SPLASH survey

is systematically more likely to find substructure in the inner halo (Rproj < 90 kpc or

6◦) and was considered in far more detail by Gilbert et al. (2012).

Gilbert et al. (2012) identified several kinematically cold components (kcc) and

we adopt those identifications for our purposes. Not all of these features, however,

have corresponding detections in wide-field photometric studies (e.g., those found in

PAndAS summarized in, Ibata et al. 2014) and, without additional observations, no

additional properties for these substructures are known. Thus, we adopt an exclusion

of all stars within 2σkcc of the mean velocity for each kcc Those fields with kinemati-

cally cold components and the number of stars in each substructure are indicated in

Table 3.7. Those Keck+DEIMOS and MMT+Hectospec fields not in Gilbert et al.

(2012) were examined and no evidence for kcc was found in any field.

Additional masks serendipitously overlap substructures identified as photometric
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overdensities in surveys with wider angular coverage, two examples being Stream E

and Stream F from Tanaka et al. (2010). The kinematic sample for these fields reveals

no corresponding signature of a kinematic cold component. These masks were not

explicitly designed to target these features and the lack of a corresponding detection

could stem from any number of the considerations previously discussed regarding

our ability to detect debris. Without a clear kinematic peak, there is no objective

means to disentangle substructure member stars for removal from our sample. Thus,

the M 31 halo sample for these masks are used in their entirety. Those fields with

photometric substructures and no corresponding kinematic detection are indicated in

Table 3.7 with no stars identified in the kcc column.

Additional exploration of the criteria used to produce a clean halo sample will be

presented in Section 3.6. In Section 3.6.3, the empirical substructure tests developed

for the dwarf satellite galaxy and globular cluster sample (presented in Section 3.3.4)

will be applied to understand the potential effects of undetected substructure. Those

stars culled from the halo sample as discussed in this Section will be used in the

substructure sample for the empirical substructure analyses.

3.5.4 Selecting M31 Halo Members

With dwarf satellite galaxy members and substructure culled from the sample and L

and m31class diagnostics computed for each star, we can now select an appropriate

sample of halo stars for the transverse motion analysis. Given the discussions of L

and m31class, we adopt m31class > 0 to produce our halo sample. This includes

all stars that are likely M 31 giants (i.e., L > 0), and ensures that those stars have

(V − I)◦ colors consistent with fiducial M 31 isochrones (i.e., −0.05 ≥ XCMD).

It is worth noting that this m31class criteria is a less restrictive than that adopted
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for study of the global properties of the M 31 halo by Gilbert et al. (2012, 2014). The

motivation for a less restrictive cut than Gilbert et al. (2012, 2014) is demonstrated by

Figure 3.13. Figures 3.13a and 3.13b are marginal distributions for vLOS after a series

of cuts on the diagnostics L and m31class, respectively. In Figures 3.13a and 3.13b

designations for high probability MW dwarfs are dashed and for high probability

M 31 giants are solid. From visual inspection of Figures 3.13a and 3.13b, it is evident

that choices of L or m31class that produce the most secure samples of M 31 red

giants have the consequence of altering the distribution of vlos; more specifically, the

distribution shifts systematically to more negative velocities and becomes overall more

asymmetric. The shift to more negative velocities in the vlos distribution for more

secure M 31 giant samples is demonstrated in Figures 3.13c and 3.13d, which compares

the mean line-of-sight velocity computed for restrictions on L and m31class.

From inspection of the panels of Figure 3.13, it is evident that the most secure

sample of stars will bias our study of the transverse motion of M 31. More specifically,

the systemic velocity of M 31, vsys, measured in the transverse motion fit is effectively

the mean velocity of the input sample. On the other hand, providing too lenient

a restriction on the diagnostics will contaminate the halo sample with foreground

MW dwarfs, which will also induce bias to our measurement. The compromise of

m31class > 0 both provides a sample dominated by likely M 31 halo stars and only

minimally biases the mean velocity of the sample. Moreover, while the distribution for

m31class > 0 is not completely symmetric about the systemic line-of-sight velocity

of M 31 vsys, the positive velocity tail is reasonably populated.

With these considerations in mind, we define the M 31 halo sample as those stars

with m31class > 0. The spectra for all stars with exceptionally large velocities

relative to M 31 (e.g., ∆vLOS > −300km/s) are inspected visually and those found to
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have an Na D λ8200Å feature are removed. The mean velocity of our input sample

is -318 m s1. The final sample contains 697 stars distributed in angular radius of

0.65◦ < ρ < 28.8◦. The number of M 31 halo stars for each field are given in Table

3.7.

3.6 M31 Transverse Motion from its Halo Stars

Having selected a sample of M 31 halo member stars from the SPLASH project, we

know proceed to measure the transverse motion of M 31 in Section 3.6.1. We then

proceed to use Monte Carlo simulations to explore sources of bias that come in the

following categories: (i) bias from M 31 star selection (Section 3.6.2, and (ii) bias from

unknown substructure (Section 3.6.3). The efforts of this section are discussed and

summarized in Section 3.6.4.

3.6.1 Initial Result

We use the identical transverse motion measurement procedure described for the

dwarf satellite galaxies and globular clusters in Section 3.3.3. The resulting transverse

motion is: (vsys,vW ,vN) = (-323.8 ± 7.4 km s−1, -67.6 ± 8.1 km s−1, +74.8 ± 7.7 km

s−1) with σpec = 103.9 km s−1, where the errors are derived from the Monte Carlo

simulations described previously. This number agrees with our earlier measurement

from the dwarf satellites and globular clusters within the quoted uncertainties on

those measurements. We note that the uncertainties derived from the Monte Carlo

technique are small, all being less than 10 km s−1, but do not include any systematic

uncertainty.

The resulting vsys is offset from the well measured line-of-sight velocity of the

M 31 center by ∆vsys = 24 km s−1, but is consistent with the mean vlos of the input
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halo star sample (see Figure 3.13d). While this is, at first, alarming, the transverse

measurement technique should fit vsys ∼ Mean(vLOS). Nevertheless, we adapt our

fitting procedure to fix vsys to -300 km s−1 and then only fit for vW and vN , but

following the identical fitting and uncertainty procedure. This results in a solution

of (vW ,vN ) = (-0.6 ± 8.0 km s−1, +48.2 ± 7.6 km s−1) with σpec = 104 km s−1,

which is significantly different from our initial result. An offset of similar magnitude

in vsys has been fit for the dwarf satellite galaxy and globular cluster sample both

in prior work by vdMG08 and vdM12 and in our measurement in Section 3.3.3, and

in all cases the vsys is statistically consistent with the mean velocity of the input

sample. In those instances, however, the three dimensional motions were statistically

consistent with the results obtained by fixing vsys to the observed value. Given our

small measurement uncertainties, our results do not. No consideration, however, has

been given to any systematic uncertainty in the measurement for our sample. We

proceed to investigate potential sources of systematic uncertainty from our sample

selection in the following sections

3.6.2 Bias from M31 Halo Star Selection

While extreme care has gone into the creation of a M 31 halo star sample using all

available data products in the SPLASH project, it is still meaningful to test if these

cuts could cause a systematic bias in the resulting measurements. For our purposes,

there should be no significant bias from the spectroscopic targeting selection function,

as has been demonstrated in the global structure fits of Gilbert et al. (2012, 2014). We

therefore focus on that selection that occurs from within our full stellar spectroscopic

selection, i.e., the process of identifying M 31 halo member stars. The sources of star

selection bias are threefold: (i) bias from known substructure, i.e., the kcc criteria,
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(Section 3.6.2), (ii) bias from the likelihood selection, L > 0 (Section 3.6.2), and (iii)

bias from the m31class selection, m31class > 0 (Section 3.6.2). Each of these biases

will be explored by changing the restrictions on the input sample and rerunning the

transverse motion measurement of Section 3.6.1. In each of the tests that follow,

only the parameter of interest is varied, the remaining parameters are held fixed to

those values of Section 3.6.1. The ensemble of measurements will be compared to the

initial result to understand how the M 31 halo star selection could bias the measured

transverse motion.

Inclusion of all Substructure

As a first test, we measure the tangential motion of M 31 without the exclusion of fields

dominated by substructure and using several variants on our measurement scheme.

These will be used as the limiting cases in the discussions to follow.

First, we augment the halo sample with the inclusion of the those stars in dwarf

satellite galaxies, fields dominated by the GSS, and the kcc, with the result: (vsys,vW ,vN)

= (−413.5 ± 6.5 km s−1, −200.4 ± 4.4 km s−1, −74.8 ± 3.5 km s−1) with σpec =

98.6 km s−1. This augmentation results in significantly larger negative heliocentric

velocities for all three motion components, most notably vsys is now offset from the

true value by ∆vsys = 113.5 km s−1. In number, the dwarf spheroidal stars dominate

this substructure sample, and could be responsible for the larger motions. Thus, we

augment the halo sample with just those fields dominated by the GSS and the stars

associated with kcc with the result of: (vsys,vW ,vN) = (−326.6 ± 6.0 km s−1, −84.8

± 4.8 km s−1, +228.15 ± 5.2 km s−1) with σpec = 87.0 km s−1, which while resolving

concerns over vsys still strongly change the transverse motion. We also fix vsys = 300

km s−1 to obtain: (vW ,vN) = (−121.5 ± 3.8 km s−1, −95.9 ± 3.7 km s−1) with σpec
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Fig. 3.14.— Exploration of potential bias in the three dimensional M 31 center-of-
mass motion induced by the halo giant selection criteria for a range of cuts on those
criteria. In each sub-figure a - c, the individual panels show the behavior of (i) vsys,
(ii) vwest, (iii) vnorth, and (iv) σ. (a) Exclusion of kinematically cold components
(kcc) using the proximity to the peak in terms of its dispersion (Section 3.5.3). (b)
Constriction on overall likelihood (L; Equation 3.10). (c) Constriction on m31class
(Section 3.5.2). The parameter tested in each of the sub-panels is studied holding all
other parameters fixed. Inferences from these tests are discussed in Sections 3.6.2,
3.6.2, and 3.6.2 for each of the sub-panels a, b, c, respectively.
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Fig. 3.14.— cont. Exploration of potential bias from the constriction of L selection
criterion.



179

Fig. 3.14.— cont. Exploration of potential bias from the constriction of the m31class
selection criterion.
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= 99.2 km s−1, and (vW ,vN ) = (−857.3.4 ± 21.9 km s−1, +319.5 ± 16.2 km s−1) with

σpec = 352. km s−1, for the two cases of augmenting the sample with all substructure

and just the GSS and kcc, respectively. While the former is reasonable, the later is

clearly non physical and we can be confident that the exclusion of the GSS dominated

fields, which dominate the kcc in number, was prudent.

For demonstration, we also measure the transverse motion with just the substruc-

ture fields and without the halo fields. The result of fitting to dwarf satellite galaxies,

fields dominated by the GSS, and those flagged as kcc is: (vsys,vW ,vN) = (−413.5

± 6.5 km s−1, −200.4 ± 4.4 km s−1, −74.8 ± 3.5 km s−1) with σpec = 98.6 km s−1.

The result of fitting to fields dominated by the GSS and the kcc is: (vsys,vW ,vN) =

(−355.7 ± 6.6 km s−1, −483. ± 7.6 km s−1, +2515.9 ± 35.9 km s−1) with σpec = 46.9

km s−1. Given the large vsys in both cases, we also fix vsys = 300 km s−1 to obtain:

(vW ,vN) = (−137.2 ± 4.2 km s−1, −114.6 ± 4.2 km s−1) with σpec = 96.5 km s−1,

and (vW ,vN) = (−1238 ± 31 km s−1, +2209 ± 37 km s−1) with σpec = 351 km s−1,

for the two cases respectively. Again, the results for fitting just the GSS fields pro-

duce non-physical results, where as for the combined GSS and dwarf satellite sample,

the result not unrealistic. This is not surprising, given that the dwarf satellites, on

average, have small velocity dispersions about their systemic motion, and we have

already demonstrated the efficacy of measuring the transverse motion to the sample

of these same systemic velocities. The sampling of the dwarf satellites, however, is

not uniform and some have hundreds of member stars. This over or under sampling,

effectively, acts as a weighting function when we fit to individual stars, giving pref-

erence to those dwarfs that are better sampled. The inclusion of the satellite stars

in theory should not dramatically change our results. It does, in fact, bias our result

by having large numbers of stars with the same motion, i.e., the effect we anticipate
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from substructure bias.

Thus, we have demonstrated that the inclusion of the GSS fields and the dwarf

spheroidal stars in our tangential motion measurement does in fact introduce a strong

bias in the result. Moreover, we note that even the non-physical solutions have small

uncertainties, which is additional motivation for the remaining probes for systematic

uncertainty presented in this Section.

Tests for Bias from Known Substructure

Stars associated with kinematically cold components (kcc) were identified using their

separation (∆vlos) from the estimated systemic velocity of the kcc determined by

Gilbert et al. (2012). In Figure 3.14a, we vary ∆vlos from 3σkcc to 1.0σkcc in steps of

0.5σkcc and measure the transverse motion for each resulting sample. The sub-panels

of Figure 3.14a show the evolution of (i) vsys, (ii) vW , (iii) vN , and (iv) σpec compared

to those values and 1-σ ranges determined in Section 3.6.1. From inspection, only

when stars that satisfy 1.0σkcc < vlos < 1.5σkcc does the transverse motion deviate by

more than 1σkcc from the initial result. Considering our adopted selection of 3σkcc,

we do not consider our transverse motion measurement to be biased due to known

substructure.

Tests for Bias from Likelihood

To estimate the effects of restricting the M 31 halo sample by L on the measured

transverse motion, we repeat the measurement of Section 3.6.1 using different values

of L. The results of this test are given in Figure 3.14b for (i) vsys, (ii) vW , (iii)

vN , and (iv) σpec compared to those values and 1-σ ranges for the tangential motion

determined in Section 3.6.1. The L test is only performed over the range for which
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the L characteristic is marginally effective, (i.e., −0.5 ≤ L ≤ 0.5). From Figure 3.14b

sub-panel (i), we note that vsys remains constant for L > 0 and becomes steadily more

negative with L < 0. Similar monotonic behavior is observed vN (Figure 3.14b, sub-

panel iii); more specifically, vN systematically and sharply decreases (to first order) as

the L cut becomes more restrictive, but the behavior is relatively steady beyond and

within 2σ of our adopted value L > 0. The behavior of vW (Figure 3.14b, sub-panel

ii), however, is erratic even for more “secure” M 31 halo selections (i.e., increasing

cuts on L > 0). Thus, the net effect of more restrictive cuts on L than those adopted

is change the value of vW , which also would affect the net transverse motion (vt) and

its direction (Θt). We do not, however, find evidence in this exploration for either

adopting a different membership criterion or clear means of estimating a systematic

error for our selection on L.

Tests for Bias from m31class

To estimate the effects of restricting the M 31 halo sample by m31class on the mea-

sured transverse motion, we repeat the measurement of Section 3.6.1 using different

values of m31class. The results of this test are given in Figure 3.14c for (i) vsys, (ii)

vW , (iii) vN , and (iv) σpec compared to those values and 1-σ ranges determined in

Section 3.6.1. The behavior of the fitted parameters with m31class is to first order

similar to that noted for L. In all sub-panels the transverse motions are relatively

stable for more restrictive cuts, albeit with some strong deviations for the most re-

strictive case of m31class = +3. On the whole, however, changing the m31class to

be more restrictive does not have a strong effect on the measured parameters, while

being less restrictive has some effect.
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3.6.3 Empirical Test for Substructure

We use the empirical substructure estimates developed in Section 3.3.4. As in 3.3.4 we

run the test in two modes: “replacement” for which a fraction of objects in our halo

sample are randomly replaced with those classified as substructure, and “augmen-

tation” for which objects in the substructure sample are added to our halo sample.

There are 693 objects in our clean sample and 2303 objects in the substructure sam-

ple, which come from dwarf satellite member stars, fields dominated by the GSS, and

kinematically cold components identified in individual fields. The detailed breakdown

of these sub-classifications are given in a field by field manner in Table 3.8.

The results of this the empirical substructure measurement are given in Figure

3.15a and 3.15b, for the ‘additive’ and ‘replacement’ tests, respectively. The distribu-

tions for each of the measured parameters, vsys, vW and vN , are given in the sub-panels

i, ii, and iii, in which results from individual Monte Carlo realizations are shown in

light grey with the mean and dispersion over plotted in in black. The results from the

fit in Section 3.6.1 are given by the dash-dot grey line in each panel and the 1σ range

shaded in grey (and bounded by the dashed lines). For our purposes we consider a

mean value that falls outside of the 1σ parameter space to be a significantly biased

result. We note that the additive and replacement procedures are statistically iden-

tical in terms of total substructure contamination at 100% contamination additively

and 50% contamination in replacement and we confirm that the results consistent at

these two points.

For the additive case (Figure 3.15a), the transverse motion deviates from 1σ at

a relatively low substructure contamination fraction. For the individual sub-panels

the deviations occur: (i) at 20% added substructure, (ii) at 10% added substructure,

and (iii) at 5% added substructure for vsys, vW , vN , respectively. Thus, for the
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Fig. 3.15.— Exploration of potential bias in the three dimensional bulk center-of-
mass motion of M 31 induced by unidentified substructure, for the three components:
(panel i) vsys, (panel ii) vwest, (panel iii) vnorth, as they are fractionally contaminated
by known substructure using the additive (sub-fig a) and replacement (sub-fig b)
techniques. Individual results from the Monte Carlo procedure described in Section
?? are shown for each substructure fraction as light grey points. The mean and one
standard deviation (1σ) range for each substructure fraction is overplotted in black.
The value determined by our fit (e.g., that of Section ??) is the horizontal dot-dash
line and the 1σ range is shaded between the dashed horizontal lines. The grey dashed
line in each panel represents the result of a fit that includes both the substructure
and halo samples. (a) Results of the additive substructure technique by which the
normal sample is supplemented with objects from the known substructure sample.
For all three parameters, the a contamination fraction >∼10% significantly bias the
result. (b) Results of the replacement substructure technique by which the objects in
the normal sample are replaced randomly by objects from the substructure sample.
Contamination fractions >∼5% result in a 1σ disagreement from the initial result.
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Fig. 3.15.— cont. (b) Results of the replacement substructure technique by which the
objects in the normal sample are replaced randomly by objects from the substructure
sample. Contamination fractions >∼5% result in a 1σ disagreement from the initial
result.
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addition of substructure to our halo sample even at relatively small levels will ‘pull’

the transverse motion measurement out of its 1σ range. While the vsys continues to

grow more negative as the substructure fraction increases, both vW and vN seem to

approach an asymptotic value of ∼ −160 km s−1 and ∼ −30 km s−1, respectively

at ≈50% added contamination. These asymptotic values are consistent with our

transverse motion measurements using the full substructure sample.

For the replacement case, Figure 3.15b, similar behavior is observed as for the

additive case (Figure 3.15a). More specifically, deviations beyond 1σ occur: (i) at

25% replacement, (ii) at 10% replacement, and (iii) 10% replacement for vsys, vW , vN ,

respectively. Again, the transverse motion is ‘pulled’ out of the 1σ range at relatively

low contamination levels. While the vsys continues to grow more negative as the

substructure fraction increases, both vW and vN seem to approach an asymptotic

value of ∼ −200 km s−1 and ∼ −70 km s−1, respectively at ≈50% contamination.

These asymptotic values are consistent with our transverse motion measurements

using the full substructure sample.

3.6.4 Discussion & Summary

In the preceding sections we first estimated the transverse motion of M 31 and ex-

plored sources of bias in this number in both the M 31 halo star selection criteria and

the potential role of substructure contamination. In tests of the former, no compelling

evidence emerged that our selection criteria induced any biases in the resulting trans-

verse measurements and suggested that the chosen criteria could be restricted further

without significant changes to the final transverse motion measurement. In tests of

the latter, the transverse motions from the halo stars were found to be sensitive to

substructure at relatively low levels, ∼10%. A relevant question to pose is if there
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is evidence that the SPLASH halo sample, as currently defined, contains potential

substructure sample at a level greater than 10%?

An Estimate of Substructure Contamination in the Halo Sample

As previously discussed, Gilbert et al. (2012) put careful consideration into substruc-

ture contamination for the fitting of a surface brightness profile to the kinematically

confirmed M 31 halo populations. As such, Gilbert et al. (2012) identified a number of

kcc features within 90 kpc, as well as removing several fields that were kinematically

dominated by GSS debris — all of which we remove from the sample considered here.

We demonstrated that our removal of the known kcc was sufficient to not bias our re-

sult. Thus, we are confident that the identified substructure within 90 kpc have been

culled from our sample. Likewise, the sampling of individual lines-of-sight within 90

kpc is sufficient to identify kcc, but, as previously discussed, is biased against warmer

kinematical populations. In the surface brightness profile of Gilbert et al. (2012),

there is relatively little variation in field-to-field surface brightness estimates within

90 kpc, suggestive that any large substructures have been systematically removed.

Thus, we adopt a conservative upper limit for ‘missed’ substructure at 10% for those

objects within 90 kpc.

Beyond 90 kpc, Gilbert et al. (2012) sees large field-by-field variations in the

surface brightness estimates, which would be expected if the field placement was

serendipitously sampling substructure. Approximately 6 of the 23 fields beyond 90

kpc deviated from the smooth halo profile by more than ∆µ=0.5 mag arcsec−2. While

the overall number of stars is higher in these fields, there is no identifiable kinematical

coherence without a more complete sample of stars at these locations. Using the star

counts in individual fields, approximately 25% of the total sample beyond 90 kpc in
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Gilbert et al. (2012) are ‘excess’ over the best fit surface brightness profile. While we

have not yet folded our new M 31 members from the outer halo campaign into the

Gilbert et al. (2012) analysis, we conservatively adopt a substructure contamination

rate of 25% for those fields beyond 90 kpc.

In summary, we used structure from surface brightness profile of Gilbert et al.

(2012) to the SPLASH dataset (sans the outer halo campaign of this work) to place

conservative upper limits on the fractional substructure contamination of our halo

sample. A deeper investigation of this issue is beyond the scope of this work. The

substructure fraction upper limits are 10% within 90 kpc and 25% beyond 90 kpc.

Our halo sample contains a total of 697 stars, 483 of which have Rproj ≤ 90 kpc and

214 of which have Rproj > 90 kpc (ρ > 6◦). Using our estimates for the inner and

outer populations, this results in a contamination of ∼48 stars within 90 kpc and

a contamination of ∼53 stars beyond 90 kpc. Our total estimation of substructure

contamination is approximately 101 stars, or 15% of our total sample of 697 halo

stars.

From Section 3.6.3, our current 1σ measurement uncertainties are only consis-

tent with a contamination fraction from ∼10%, though the exact fractions depend

on the substructure test and the motion component studied. Thus, our conservative

substructure contamination fraction of 15% exceeds that permitted from the measure-

ment errors, which provides sufficient motivation to estimate a systematic uncertainty

using our empirical substructure simulations.

A Systematic Uncertainty

To estimate the systematic uncertainty for the transverse motion measurement, we

will compare our transverse motion result to the mean transverse motion estimated at
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a 15% contamination level in both empirical substructure simulations (Section 3.6.3).

For the ‘additive’ and ‘replacement’ substructure simulations the mean transverse mo-

tion at 15% contamination are as follows: (vsys,vW ,vN) = (-331 km s−1, -103 km s−1,

23.6 km s−1) and (vsys,vW ,vN) = (-332 km s−1, -109 km s−1, 19 km s−1), respectively.

For all three motion components, the ‘replacement’ technique has the largest devia-

tion from our initial result and we compute the difference to be, (∆vsys,∆vW ,∆vN) =

(-9 km s−1, -41 km s−1, -56 km s−1), which we adopt as our conservative systematic

uncertainty in each parameter.

For each motion component, the systematic uncertainty is larger than the mea-

surement uncertainties, which are (σvsys,σvW ,σvN) = (7.4 km s−1, 8.1 km s−1, 7.7 km

s−1). We add the two uncertainties in quadrature to obtain combined uncertainty of

(σvsys,σvW ,σvN) = (12.6 km s−1, 41.8 km s−1, 56.7 km s−1)

Final Transverse Motion Estimate

With considerations for the sources of bias explored and quantified, our final trans-

verse motion estimate is: (vsys,vW ,vN) = (-323.8 ± 12.6 km s−1, -67.6 ± 41.8 km s−1,

+74.8 ± 56.7 km s−1) with σ = 103.9 km s−1.

3.7 Discussion

We compare our final result for the satellites and globular clusters and the SPLASH

halo stars to those measured in vdMG08 and vdM12. All of the individual transverse

motions, those measured in this work, those measured from the three-dimensional

motions of IC 10 and M 33 and the distant Local Group satellites from vdMG08, and

those calculated from the direct proper motions of Sohn et al. (2012) given in vdM12,

are given in Table 3.8. These transverse motion measurements, vN and vW are also
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given in Figure 3.16a, in which the structural component probed is indicated by the

symbol — stars in the inner halo as squares, the satellites as circles, and the halo stars

as a diamond — and the symbol colors indicate the origin of the measurements —

red for vdMG08, yellow for vdM12, and blue for this work, which broadly correspond

to the technique employed, statistical inferences from satellites in vdMG08, direct

proper motions in vdM12, and line-of-sight tracers used in this work.

It is currently unknown if the stellar populations comprising the ‘smooth’ halo

would have a net rotational motion. Since most satellite debris stripped and follow

the orbit of their progenitor, the problem relates to the motions of the infalling

satellites. If the ‘smooth’ halo is dominated by debris that still maintain a memory

of its original motion, then it is feasible.

For demonstration, we compute the error weighted means for each tracer popu-

lation and compare them to the result for halo stars in Figure 3.16b. These error

weighted mean values are also given in Table 3.8. We note that the errors on our

single halo measurement are comparable to those of the mean values for techniques

applied to the satellite and inner halo tracer populations. We then compute the error

weighted mean for all measures, resulting in: (vW ,vN) = (-96.4± 22.4 km s−1, -44.7

± 25.4 km s−1), which is shown in bold black in Figure 3.16b and given in Table 3.8.

We note that the measurement we obtained by fixing vsys = −300 km s−1 is very

similar in magnitude and direction to that of our final error weighted result. While

these similarities are compelling, it would be unwise to alter our methodology ex

post facto, but consideration should be given to fixing vsys in future applications of

measuring transverse motions from the line-of-sight velocities.
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Fig. 3.16.— Transverse motion, vW , vN , measurements for M 31. (a) Measure-
ments from different techniques using individual tracers: direct HST proper motions
(square), statistical tests using the motions of dwarf satellite galaxies (circles), and
that of the halo stars (five pointed star). Each point is color-coded based on the
source of the measurement, either vdM12 (yellow), vdMG08 (red), this work (blue).
(b) Error weighted mean measurements for the following: all techniques employing
the satellites (circle), all of the direct HST proper motion measurements (square),
and the halo stars (star). The final error weighted mean transverse motion is shown
in black. Both the individual measurements and the mean values are given in Table
3.7.
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Fig. 3.16.— cont. (b) Error weighted mean measurements for the following: all tech-
niques employing the satellites (circle), all of the direct HST proper motion measure-
ments (square), and the halo stars (star). The final error weighted mean transverse
motion is shown in black. Both the individual measurements and the mean values
are given in Table 3.7.
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3.8 Summary

1. The transverse motion of M 31 is measured using the line-of-sight motions of its

dwarf satellite galaxies and outer halo Globular Clusters (ρ > 5◦). The result is

consistent with prior measurements in vdMG08 and vdM12, but with slightly

reduced measurement uncertainty. As in previous work, the overall agreement

between this and other techniques suggests that the internal motions of these

objects are not the dominant term in their motion.

2. We develop an empirical technique to test for systematic bias in our trans-

verse motion fitting technique from unidentified substructure, by fractionally

contaminating the ‘substructure free’ sample with those objects in identified

substructure. We find that our measurement from satellites and Globular Clus-

ters is not biased by substructure to a contamination fraction of 50%.

3. A targeted observational campaign in the outer halo of M 31 is described that

relies upon the Washington+DDO51 filter system to identify high probability

M 31 member stars from photometry alone. The campaign results in the con-

struction of the largest sample of stars at these projected radii (Rproj > 120kpc)

in any halo.

4. Owing to new observations obtained with MMT+Hectospec, the diagnostic

techniques developed for Keck+DEIMOS are successfully adapted for lower

resolution spectra. The success suggests that these instruments could support

efforts to further constrain the stellar halo at large radii by producing large

samples of stars at these surface brightnesses.

5. After the removal of known substructures, the tangential motion of M 31 is

measured using the line-of-sight velocities of its halo member stars, and no
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systematic bias is found in our M 31 halo star selection criteria.

6. The empirical substructure test is applied to the halo star sample to find it

biased beyond the 1σ measurement uncertainty at relatively low contamination

fractions. We use the surface brightness profile fluctuations beyond Rproj =90

kpc found in Gilbert et al. (2012) to estimate our substructure contamination at

these radii, for which sampling is insufficient for the detection of kinematically

cold components (kcc). This estimate is then used to estimate a systematic

uncertainty and appropriately adjust our final uncertainty in the transverse

motion measurement.

7. The transverse motions derived in this work are compared to those in previous

studies and found to be in agreement. This observation alone argues against

the ‘smooth’ halo having a strong rotation component, although more detailed

tests on the M 31 halo stars with the transverse motion removed should be

attempted.
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Table 3.1. Satellites and Outer Halo Globular Clusters

Name Morphological ρ φ vHELIO Substructure Velocity Previous Use
Type (deg) (deg) Association Reference for Tan. Motion

M32 dE 0.40 -178.87 -205 ± 3 vdMG08, vdM12
NGC205 dE 0.61 -46.66 -244 ± 3 vdMG08, vdM12
And IX dSph 2.69 43.42 -209 ± 3 T12 vdMG08, vdM12

And XVII dSph 3.22 -18.19 -251 ± 2 C13
And I dSph 3.28 169.87 -380 ± 2 K10 vdMG08, vdM12

And XXVII dSph 4.23 -12.70 -539 ± 4 C13
And III dSph 4.97 -163.12 -344 ± 10 T12 vdMG08, vdM12
HEC13 GC 5.04 142.06 -366 ± 6 Stream C V14

PAndAS-12 GC 5.06 -64.15 -472 ± 5 NW stream V14
H15 GC 5.41 -174.58 -367 ± 10 V14

And X dSph 5.61 48.91 -164 ± 3 K10 vdMG08, vdm12
PAndAS-52 GC 5.71 75.85 -297 ± 9 V14

H10 GC 5.74 -166.17 -352 ± 9 V14
B518 GC 5.74 -110.07 -200 ± 48 G07 vdM12

And XXV dSph 6.02 -20.97 -107 ± 1 C13
PAndAS-11 GC 6.09 -54.30 -447 ± 13 NW stream V14
PAndAS-07 GC 6.29 -102.77 -452 ± 18 SW cloud V14
PAndAS-14 GC 6.31 -135.14 -363 ± 9 SW cloud V14
PAndAS-08 GC 6.46 -114.96 -416 ± 8 SW cloud V14
PAndAS-10 GC 6.59 -51.08 -435 ± 10 NW stream V14
PAndAS-09 GC 6.65 -52.33 -444 ± 21 NW stream V14
And XV dSph 6.84 114.86 -323 ± 5 T12 vdM12

PAndAS-06 GC 6.85 -83.47 -327 ± 15 V14
And XII dSph 6.96 171.95 -557 ± 1 In-falling? C13 vdMG08, vdM12

PAndAS-54 GC 7.01 103.57 -336 ± 8 V14
PAndAS-53 GC 7.02 103.85 -253 ± 10 V14
NGC185 dE 7.10 -5.08 -202 ± 7 vdMG08, vdM12

H27 GC 7.31 136.68 -291 ± 6 V14
B519 GC 7.35 165.68 -268 ± 47 vdM12

PAndAS-05 GC 7.36 -65.74 -183 ± 7 V14
NGC147 dE 7.43 -12.30 -193 ± 3 vdMG08,vdM12

And XXVI dSph 7.45 -25.30 -261 ± 3 C13
And XI dSph 7.50 174.27 -427 ± 3 C13 vdM12

PAndAS-56 GC 7.56 81.73 -239 ± 8 V14
And XIX dSph 7.71 -141.94 -111 ± 1 C13

PAndAS-50 GC 7.81 24.06 -323 ± 7 V14
And V dSph 8.03 35.34 -403 ± 4 K10 vdMG08, vdM12

And XXIV dSph 8.21 48.65 -128 ± 5 C13
PAndAS-02 GC 8.40 -82.80 -266 ± 4 V14
And XXX dSph 8.45 -6.80 -139 ± 6 C13
And XIII dSph 8.46 166.91 -185 ± 8 T12 vdM12
MGC1 GC 8.50 168.62 -355 ± 7 V14 vdM12

PAndAS-57 GC 8.52 90.25 -186 ± 7 Eastern Cloud V14
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Table 3.1 (cont’d)

Name Morphological ρ φ vHELIO Substructure Velocity Previous Use
Type (deg) (deg) Association Reference for Tan. Motion

PAndAS-01 GC 8.70 -71.01 -333 ± 21 V14
PAndAS-58 GC 8.74 89.35 -167 ± 10 Eastern Cloud V14
And XXI dSph 9.00 -78.35 -362 ± 1 C13 vdM12

PAndAS-04 GC 9.12 -44.90 -397 ± 7 NW stream V14
And XX dSph 9.24 -128.76 -456 ± 3 C13

And XXIII dSph 9.28 102.13 -237 ± 1 C13
And XVI dSph 9.50 158.05 -367 ± 5 T12 vdM12
And II dSph 10.32 136.84 -188 ± 3 K10 vdMG08, vdM12

PAndAS-48 GC 10.34 159.73 -250 ± 6 V14
And XIV dSph 11.71 170.50 -478 ± 5 In-falling? T12 vdMG08, vdM12
And XXIX dSph 13.73 -136.51 -194 ± 1 T13

M33 dSph 14.78 131.79 -180 ± 1 vdMG08, vdM12
And XX dSph 16.06 141.61 -129 ± 2 M33 C13 vdM12
And VII dSph 16.17 -47.99 -307 ± 2 vdMG08, vdM12
IC 10 dIrr 18.37 -9.11 -344 ± 5 vdMG08, vdM12

And VI dSph 19.77 -143.63 -354 ± 3 vdMG08, vdM12
LGS3 dIrr 19.89 165.42 -286 ± 4 vdMG08, vdM12

And XXVIII dSph 27.88 -100.61 -331 ± 1 In-falling? T13
Pegasus dIrr 31.01 -143.37 -182 ± 2 vdMG08, vdM12
IC1613 dIrr 39.47 171.31 -232 ± 5 vdMG08, vdM12

Table 3.2. KPNO+Mosaic Observations in the ‘R08’ Ring

Field Name Field Center Camera UTC Date Total Exposure Time (s) Observing
RA (J2000) Dec. J2000 M,T2,DDO51 Conditions

R08A011 00:52:43.8 +49:42:12.09 Mosaic 1 09/03/2007 900, 1800, 5400 Photometric
R08A071 01:27:40.5 +44:04:21.89 Mosaic 1.1 12/07/2010 900, 1800, 5400 Photometric
R08A101 01:26:30.0 +39:37:28.00 Mosaic 1 10/26-29/2005 900, 1800, 5400 Variable
R08A149 01:04:10.3 +33:54:02.99 Mosaic 1 10/31/2005 900, 1800, 5400 Photometric
R08A197 00:30:40.3 +33:02:59.0 Mosaic 1 11/01/2005 900, 1800, 5400 Photometric
R08A250 00:03:21.0 +37:37:43.29 Mosaic 1 09/20/2006 900, 1800, 5400 Photometric
R08A281 23:56:53.7 +42:54:44.20 Mosaic 1 09/01/2007 900, 1800, 5400 Non-Photometric
R08A311 00:05:09.9 +46:54:51.59 Mosaic 1.1 12/12/2010 900, 1800, 5400 Photometric

Table 3.3. New Keck+DEIMOS Observations in the Outer M31 Halo

Field Name Mask Mask Center MJD UTC Date Total Exposure No. of No. of Successful No. of
Name RA (J2000) Dec. J2000 Time (s) Slits Redshifts Stars

R08A250 A250 1 00:03:22.75 +37:37:28.3 55775.45229 08/02/2011 3600 74 32 9
R08A149 A149 1 01:04:48.95 +33:53:05.6 55775.50392 08/02/2011 3600 68 37 20
R08A101 A101 1 01:27:13.64 +39:48:16.6 55775.56264 08/02/2011 3600 73 39 27
R08A071 A071 1 01:27:51.20 +44:00:19.5 55775.60654 08/02-03/2011 2545 61 43 41
R08A281 A281 1 23:57:29.87 +42:55:27.6 55776.44911 08/03/2011 2750 73 53 42
R08A311 A311 1 00:04:26.56 +46:57:59.4 55776.48782 08/03/2011 2760 76 50 41
R08A197 A197 1 00:30:33.72 +33:00:12.7 55776.52822 08/03/2011 3200 72 23 13
R08A011 A011 1 00:52:52.95 +49:35:24.6 55776.59196 08/03/2011 2900 81 51 50
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Table 3.4. MMT Observations in the Outer M31 Halo

Field Name Field Center MJD UTC Date Total Exposure No. of
RA (J2000) Dec. J2000 Time (s) Exposures

R08A197 00:30:59.04 +33:05:21.83 55857.20926 10/23/2011 12600 7
55860.11667 10/26/2011 5400 3

R08A101 01:26:35.89 +31:52:49.04 55883.20984 11/18/2011 9950 7
55888.15095 11/23/2011 9900 5

Table 3.5. MMT+Hectospec Spectroscopy Summary

Field Name No. of No. of No. of
Unique Objects Usable Spectra Stellar Spectra

R08A197 215 166 71
R08A101 227 208 87

Table 3.6. Spectral Lines and Spectral Windows for MMT+Hectospec
Measurements

Line Name Wavelength Spectral Window Comments
(Å) Min λ (Å) Max λ (Å)

Redshift Measurements

Ca H 3933.6614 3848 3998 Joint Fit with Ca K
Ca K 3968.4673 3848 3997 Joint Fit with Ca H
Hα 6562.81 6520 6625

CaT2 8542.32 8510 8585

Equivalent Width Measurements

Na D 8179.0, 8200.0 8130.0 - 8175.0 8210.0 - 8220.0 Continuum fit to a blue and red window
Ca T 8498.43, 8542.32, 8662.44 8450.0 8700.0 Lines fit over 18Åwindows

Table 3.7. Definition of m31class

m31class Description L XCMD
Restriction Restriction

+3 secure M31 giant +0.5 < L 0.0 ≤ XCMD
+2 +0.5 < L −0.05 ≤ XCMD < 0.0
+1 marginal giant 0.0 < L ≤ +0.5 −0.05 ≤ XCMD
−1 marginal dwarf −0.5 ≤ L ≤ 0.0 −0.05 ≤ XCMD
−2 −0.5 ≤ L XCMD < −0.05
−3 secure MW dwarf L < −0.5
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Table 3.8. Spectroscopic Summary of All Halo Fields

Field Name 〈ρ〉 〈φ〉 No. of Total Stars Special Prior
(deg) (deg) Masks Halo KCC dSph Classification Publication

f109 0.65 118.93 1 145 0 0 G12
H11 0.89 130.03 2 0 133 0 GSS kcc G12
f116 0.97 126.21 1 0 109 0 GSS kcc G12
f115 1.06 121.99 1 37 65 0 kcc G12
f135 1.27 147.08 1 0 85 0 GSS kcc G12
f123 1.28 128.44 1 0 39 0 GSS kcc G12
f207 1.28 172.22 1 0 76 0 GSS kcc G12
H13s 1.55 169.56 2 46 144 0 kcc G12
f130 1.62 130.85 1 41 0 0 G12
a0 2.17 127.98 3 74 0 0 G12
a3 2.39 153.64 3 0 48 0 GSS kcc G12

mask4 2.68 124.68 1 16 0 0 G12
and9 2.69 43.18 2 34 21 34 dSph kcc G12, T12
and1 3.26 168.91 2 0 131 92 GSS dSph kcc G12, T12
m4 4.15 124.57 5 0 33 0 GSS kcc G12

R04A338 4.04 -19.41 3 13 0 0 G12
a13 4.22 -93.92 4 0 35 0 GSS kcc G12

R04A240 4.06 -116.60 3 22 0 0 G12
streamE 4.79 -50.47 2 21 0 0 G12
and3 5.00 -163.32 3 13 0 61 dSph G12, T12
and10 5.61 48.95 2 5 0 25 dSph G12, T12
a19 5.82 -170.23 4 15 0 0 G12

R06A220 6.21 -139.03 3 0 15 0 GSS kcc G12
R06A310 6.36 -47.13 3 9 0 0 G12
R06A040 6.62 37.60 3 10 0 0 G12

m6 6.23 123.67 5 35 0 0 G12
b15 6.69 160.82 5 19 0 0 G12

and15 6.86 114.78 2 13 0 20 dSph G12, T12
and12 6.96 171.62 1 3 0 2 dSph G12, T12

streamF 6.99 -49.54 3 16 0 0 G12
and11 7.49 174.21 1 2 0 2 dSph G12, T12
and5 8.03 35.35 4 7 0 94 dSph G12, T12

R08A101 8.55 96.61 2 5 0 0
and18 8.30 -59.26 1 5 0 21 dSph G12, T12
and13 8.47 166.91 5 15 0 10 dSph G12, T12

R08A011 8.53 11.42 1 2 0 0
R08A250 8.42 -112.42 1 3 0 0
R08A281 8.49 -74.92 1 1 0 0
R08A149 8.50 148.09 1 1 0 0

m8 8.53 122.73 2 4 0 0 G12
R08A071 8.77 68.09 1 3 0 0
R08A197 8.62 -162.92 2 6 0 0
R08A311 8.88 -46.89 1 2 0 0
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Table 3.9. Three-Dimensional Center-of-Mass Heliocentric Velocity Estimates for
M31

Measurement vLOS vW vN Source

Method km s−1 km s−1 km s−1

PROPER MOTIONS OF STARS:

HST PM in the Spheroid Field ... -179.1 ± 64.1 -122.6 ± 60.0 vdm12
HST PM in the Disk Field ... -158.0 ± 92.4 -0.5 ± 91.3 vdm12
HST PM in the Stream Field ... -126.3 ± 103.6 -247.5 ± 102.1 vdm12
Weighted Average of HST PMs ... -162.8 ± 47.0 -117.2 ± 45.0 vdm12

LINE-OF-SIGHT VELOCITIES OF SATELLITES:

M31 Satellites & Globular Clusters -310.2 ± 130.5 -122.6 ± 101.3 -1.0 ± 83.8 Section 2, this work
M33 PM -183.1 ± 16.4 -47.7 ± 88.2 70.9 ± 91.5 vdmG08
IC 10 PM -346.1 ± 84.8 -16.2 ± 88.0 -47.3 ± 89.3 vdmG08
Outer LG Galaxies -361.3 ± 83.6 -140.5 ± 58.0 -102.6 ± 52.5 vdmG08
Weighted Average of Satellite Tracers -299.2 ± 45.6 -82.1 ± 32.3 -46.4 ± 36.5

LINE-OF-SIGHT VELOCITIES OF STARS:

M31 Stellar Halo Members -323.8 ± 12.6 -67.6 ± 41.8 74.8 ± 56.7 Section 5, this work

Final Weighted Average for all Techniques -96.4 ± 22.4 -44.7 ± 25.4
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Chapter 4

Cannibalization and Rebirth in the

NGC5387 System.

I. The Stellar Stream and Star

Forming Region
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4.1 Introduction

In the hierarchical galaxy formation paradigm, the haloes of Milky Way (MW) sized

galaxies are built through the accretion of less massive galaxies. In Local Group, this

process has been observed as streams of gaseous or stellar material in the Milky Way

(e.g. the Large Magellanic Cloud (LMC); Nidever et al. 2010, 2013b), Andromeda

(e.g. M33; McConnachie et al. 2009; Wolfe et al. 2013), and in Milky-Way analogue

galaxies across the Local Volume (e.g. Mart́ınez-Delgado et al. 2010; Putman et al.

2012).

N -body modeling of minor accretion events within the ΛCDM context indicate

that streams can take on a variety of morphologies, which are determined by their

orbital parameters (Johnston et al. 2008, See Figure 2): “great circles” from circular

orbits, “umbrellas” and “shells” from radial orbits, and “mixed” morphologies from

old mergers (several Gyr) of various orbital types. Similar modeling that tracks the

build-up of material in halos suggests that while all MW-type galaxies will show

tidal debris in their haloes, the detailed distribution of debris depends on the specific

accretion history — more specifically, the number, mass, and timing of individual

accretions (Bullock & Johnston 2005).

In contrast to detailed predictions from simulations, the observational portrait of

minor accretion events is far from complete, owing primarily to the inherent difficulty

of detecting low surface brightness tidal features. However, several observational

analogues to the canonical Johnston et al. (2008) stream morphologies have been

discovered in the Local Volume (Mart́ınez-Delgado et al. 2010), including the “great

circle” morphology of NGC 5907 (Shang et al. 1998; Zheng et al. 1999; Mart́ınez-

Delgado et al. 2008) and Messier 63 (Chonis et al. 2011), the “umbrella” in NGC 4651

(Mart́ınez-Delgado et al. 2010), and the mixed type structure in NGC 1055 (Mart́ınez-
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Delgado et al. 2010). In addition to the three canonical structures in the Johnston

et al. (2008) simulations, Mart́ınez-Delgado et al. (2010) identified additional stream

morphologies, including “spikes” (NGC 5866), partial disruptions (NGC 4216), and

“giant plumes” (NGC 1084), that are likely variations on the canonical forms due to

the effect of viewing angle(s).

Beyond these isolated discoveries, there exist few large scale searches for tidal

features that are sufficient to provide crucial feedback to simulations on either the

frequency of streams or the distribution of stream properties, including stream mor-

phology, debris mass, progenitor mass, or remnant mass. Using morphological tech-

niques to analyze a sample of 474 galaxies in the Sloan Digital Sky Survey (SDSS)

DR7 (Abazajian et al. 2009), Miskolczi et al. (2011) found that 6% of galaxies exhibit

clear tidal features and 19% show faint features at a limiting surface brightness of

28 mag arcsec−2. Along a similar vein, Atkinson et al. (2013) find 12% of galaxies

imaged in the wide-field component of the Canada-France-Hawaii Telescope Legacy

Survey exhibited tidal features, though this includes both major and minor merging

events. These estimates of the frequency of tidal features are in stark contrast to

those anticipated from the Λ-CDM paradigm, e.g., that all MW-sized galaxies should

have signatures of accretion events. The disparity is largely due to the shallow surface

brightness limit of imaging surveys like SDSS — most features in Bullock & Johnston

(2005) have surface brightnesses exceeding 28 mag arcsec−2.

Although large scale searches for tidal debris are limited, the satellite galaxies of

the Local Group (LG) — those dwarf galaxies currently associated with the MW or

with Andromeda — do place some constraints on the process of satellite accretion.

One significant constraint is the observed morphology-density relationship in the LG

(Mateo 1998), the simple observation that, with the exception of the Magellanic
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System (the Large and Small Magellanic Cloud (LMC, SMC) and associated debris)

and M 33, the early type dwarfs (predominantly old dwarf spheroidals, dSph) are

predominantly discovered embedded within the halo of their host, whereas late type

dwarfs (star forming dwarf irregulars, dIrrs) are found in relative isolation or on their

first passage around their host (e.g. the LMC and SMC). Beyond the LG, morphology-

density relationships exist in other host-satellite systems (Tollerud et al. 2011; Geha

et al. 2012). Grcevich & Putman (2009) expanded the morphological dichotomy in

the LG by noting that the majority of dwarf galaxies within ∼270 kpc of their host

are undetected in H I surveys, meaning not only are satellites quenched for current

star formation, but they have no appreciable gas content to fuel future star formation.

Combined, the morphology-density relationship (Mateo 1998) and the HI disparity

(Grcevich & Putman 2009) imply that the minor merger process converts gas-rich,

star-forming dIrrs into gas-devoid, quiescent dSphs, as suggested by, for example,

Grebel et al. (2003); Ho et al. (2012). Recent simulations also support this portrait

(e.g. D’Onghia et al. 2009;  Lokas et al. 2010), though the competing roles of re-

ionization, star formation feedback, and gas stripping remain difficult to disentangle

for individual dwarf galaxies in even the most advanced simulations.

Though the density-morphology relationship is compelling, several observational

studies suggest that the observed morphological change of satellite galaxies may not

only be driven by interactions with a parent galaxy. For example, studies of close

(< 50 kpc) satellite-host pairs in SDSS do not show strong morphological differences

between a sample of “isolated” dwarfs and close-pair satellites (Phillips et al. 2014).

In the LG, a number of dSph type galaxies have been discovered at large projected

radii (>200 kpc) or in a “first in-fall” scenario, most notably the satellites, AndXIV

(Majewski et al. 2007), AndXVIII, AndXXVIII (Slater et al. 2011) and AndXXIX
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(Bell et al. 2011). These “isolated” dSphs have had limited gravitational interaction

with their parent system, suggesting that there must be another evolutionary path

capable of creating gas-devoid, dispersion supported galaxies. Furthermore, the recent

detection of a companion satellite to NGC 4449 (Mart́ınez-Delgado et al. 2012) and

implications of a companion satellite to IC 10 (Nidever et al. 2013a), as well as more

evidence of the complex structure of the dwarf-dwarf Magellanic system (Nidever

et al. 2013b), strongly suggest that dwarf galaxies, like their MW-sized hosts, may

also have complex minor-minor interaction histories that could strongly impact their

overall evolution.

Despite challenges to the morphology-density relationship, the observational evi-

dence on satellite systems implies that the process of minor merging causes significant

morphological changes in the satellite. Since few “in-tact” star forming satellites are

found embedded in their host — and even so called “transitional” morphological

types (e.g. galaxies similar to Leo T Irwin et al. 2007; de Jong et al. 2008; Ryan-

Weber et al. 2008) are rare, the gas removal and associated morphological changes

proceed relatively quickly compared to the “lifetime” of the average satellite in the

host halo (∼ several Gyrs for some dSphs). Furthermore, the morphological change

must occur by a means that neither completely disrupts the satellite given the large

number of “intact” satellites in the LG, nor often leaves clear signs of tidal stripping

given that relatively few dSphs have significant tidal features. Interestingly, John-

ston et al. (2008) found that of 153 surviving satellites in their simulations, only 21%

lost more than 1% of their luminous matter but only 4% of the streams had still

identifiable progenitors (e.g., bound halos). Thus, to understand fully the phase of

minor merging during which gas is removed from satellites, it is necessary to identify

mergers in the earliest stages of disruption.
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In this paper, we present the case of the NGC 5387 system — a spiral galaxy iden-

tified to be in the rare state of an ongoing satellite accretion event based on imaging

from the Sloan Digital Sky Survey Data Release 9 (Ahn et al. 2012, SDSS-DR9 here-

after). The event has two notable features, a stellar stream and blue overdensity.

In Section 4.2, we present deep imaging of NGC 5387 with the Vatican Advanced

Technology Telescope (VATT). In Section 4.3, we present spectroscopy of the blue

overdensity to determine its detailed properties. In Section 4.4, several interpretations

for the origin of the blue overdensity are presented and discussed. In a companion

paper, numerical simulations are used to identify the most likely interpretation, and

the implications of this system will be explored.

4.2 Revealing the Accretion Event in NGC5387

NGC 5387 was imaged in the SDSS footprint and this imaging suggested the pres-

ence of a low surface brightness stellar stream. In Section 4.2.1, we first character-

ize NGC 5387 based on archival data. To confirm the stream, deeper observations

were obtained with the Vatican Advanced Technology Telescope (VATT) and are de-

scribed in Section 4.2.2. Analysis of the imaging includes, the surface photometry of

the stream presented in Section 4.2.3 and estimation of progenitor properties from

the stream morphology in Section 4.2.4. In addition to the stream, we explore the

photometric properties of an over-dense blue region coincident with the projected

intersection of the stream with the disk. In Section 4.2.5, we explore the photometric

properties of this region.
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Fig. 4.1.— SDSS color image of NGC 5387; in panel a, inset in the greyscale R band
image from VATT, in panel b, merged with GALEX FUV and VATT imaging, and in
panel c, a schematic view of the system. The color image reveals NGC 5387 to have
the features typical of a Milky Way type spiral galaxy, except for a small blue region
on the north-western extent of the outer disk. The deep R band image (panel a)
highlights a narrow stellar stream extending from the north-eastern outer disk to the
east, with a connection to another, broader feature on the western side of the disk.
The bright circular regions on disk near the stream, a yellow-orange region and a
blue-white region, are both foreground stars. In panel b, the bright FUV emission at
the location of the blue overdensity is emphasized and its alignment with the stellar
stream. In panel c, the the NGC 5387 disk is shown in dark grey, the stream in light
grey, the blue overdensity in light blue, and the two foreground stars in yellow and
white. Panel c is intended to aid in the identification of features in panels a and c
and does not represent an accurate physical interpretation of the system.
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(a.)

Fig. 4.2.— VATT B (a), V (b) and R (c) imaging of NGC 5387. The images are
astrometrically aligned and calibrated for surface brightness. The grey scale-bar on
the right displays the surface brightness with asinh stretch as indicated in the sidebar.
Contours (in light blue) are shown at the following surface brightness values, in mag
arcsec−2: (26.5, 26.0, 25.5, 25.0, 24.5, 23.5, 22.5, 21.5), (26.0, 25.5, 25.0, 24.5, 24.0,
23.0, 22.0, 21.0, 20.0), and (25.5, 25.0, 24.5, 24.0, 23.0, 22.0, 21.0, 20.0), for B, V and
R respectively. An ellipse (red dashed), as described in the text, is overlaid on the
stream to emphasize the stream and its alignment with the blue overdensity.
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(b.)

Fig. 4.2.— cont. (b.) VATT V imaging of NGC 5387. The grey scale-bar on the
right displays the surface brightness with asinh stretch as indicated in the sidebar.
Contours (in light blue) are shown at the following surface brightness values, in mag
arcsec−2: (26.0, 25.5, 25.0, 24.5, 24.0, 23.0, 22.0, 21.0, 20.0), for V . An ellipse (red
dashed), as described in the text, is overlaid on the stream to emphasize the stream
and its alignment with the blue overdensity.
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(c.)

Fig. 4.2.— cont. (c.) VATT R imaging of NGC 5387. The grey scale-bar on the
right displays the surface brightness with asinh stretch as indicated in the sidebar.
Contours (in light blue) are shown at the following surface brightness values, in mag
arcsec−2: (25.5, 25.0, 24.5, 24.0, 23.0, 22.0, 21.0, 20.0) for R. An ellipse (red dashed),
as described in the text, is overlaid on the stream to emphasize the stream and its
alignment with the blue overdensity.
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4.2.1 NGC5387

NGC 5387 is an edge-on (i = 80◦), Sbc type galaxy (de Vaucouleurs et al. 1991) with

a warped disk (Sanchez-Saavedra et al. 1990). The distance to NGC 5387 galaxy

is 79.3 Mpc or (m −M) = 34.50±0.45 (Springob et al. 2007, 2009). Assuming this

distance, the galaxy has a major axis diameter of 41 (48) kpc in B (Ks) imaging (de

Vaucouleurs et al. 1991; Jarrett et al. 2003). Using the maximum rotation velocity,

Vc = 162.9 ± 3.0 km s−1, measured from the neutral hydrogen line profile, the total

mass of NGC 5387 is 1.08 × 1011M⊙ (Springob et al. 2005). The total HI flux, 9.79

Jy km s−1, yields a total HI mass of 1.46 × 1010M⊙ (Springob et al. 2005). Using

the SDSS MPA-JHU Value Added Catalogs1, the total stellar mass is 2.75 × 1010M⊙

(Abazajian et al. 2009; Brinchmann et al. 2004). Thus, the neutral gas fraction is

MHI/M∗ = 0.53.

In the detailed spectroscopic diagnostics of Kauffmann et al. (2003), NGC 5387

is found to have no LINER or AGN component and have a central star formation

rate (SFR, hereafter), SFR = 0.22 M⊙ yr−1. The global SFR for NGC 5387 can be

estimated from its IRAS 100µ flux, f100µ=1.22 Jy ± 0.146 Jy (Moshir & et al. 1990),

to be SFR(FIR) = 2.5 M⊙ yr−1 using the conversion for galaxies later than Sb (Buat

& Xu 1996). Overall NGC 5387 is of similar physical size as the Milky Way (MW),

but is nearly an order of magnitude smaller in total mass (Boylan-Kolchin et al. 2013).

While NGC 5387 has a typical MHI/M∗ ratio for its stellar mass, its HI gas fraction

is much larger than that of the MW (Blanton & Moustakas 2009). Likewise, the

oxygen nebular abundance from the SDSS MPA-JHU VAC, 12 + log(O/H) = 9.05,

while higher than average, is not an outlier on the mass-metallicity trend established

by Tremonti et al. (2004). Its total star formation rate is not atypical for galaxies

1http://www.mpa-garching.mpg.de/SDSS/DR7/
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of its type (Kauffmann et al. 2003). In its global physical properties, NGC 5387 is

on the whole smaller than the MW, but is “normal” compared to galaxies of similar

mass. Thus, we proceed to consider it a MW analogue galaxy.

4.2.2 New Imaging Data

Deep optical imaging was acquired for NGC 5387 at the Vatican Advanced Technol-

ogy Telescope (VATT) with the VATT4k imager from UT 2012 March 21-28. The

VATT4k imager has a field of view of 12′ × 12′, and given its major axis diameter

of 90′′, NGC 5387 is well contained in a single pointing of the instrument. The plate

scale is 0.37′′ per pixel at the 2×2 binning mode used for these observations. The

imaging data were taken in the B, V , and R filters with median seeing of 1.0′′. In-

dividual exposures were 300s or 450s in length, with total exposure times of 8700s,

9600s, 9300s in B, V , R respectively. The data were dithered randomly ∼1′ between

exposures. “Off” galaxy, or blank sky, exposures were acquired at least one field of

view distant from the target, but containing no significant extended objects or satu-

rated stars. Individual exposures were of the same length as individual “on” galaxy

exposures (either 300s or 450s), but the total time exposed “off” galaxy was roughly

25% of the time spent “on” galaxy.

These imaging data were processed using image processing routines in the IRAF

package MSCRED following the procedures outlined in the NOAO Wide-Field Survey

(NWFS) project2. The procedures outlined for the NWFS were adapted for the

VATT4k imager, and only deviations from the standard process are described here.

The most significant deviation from the NWFS reduction is the absence of a

domeflat calibration, because there is no suitable dome flat screen at the VATT.

2http://www.noao.edu/noao/noaodeep/ReductionOpt/frames.html

http://www.noao.edu/noao/noaodeep/ReductionOpt/frames.html
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Thus, initial flat-fielding was completed using high S/N twilight exposures collected

throughout the observing run in all filters. Object masks were created for each of

the images and those images whose objects were well masked were median combined

(typically 20 − 30 per filter) to create a preliminary flat field for each filter. After

application of the primary flat field, a super sky flat was created by applying the flat-

field creation procedure to the science and “off” galaxy exposures. After application

of the appropriate sky flats, data from the two amplifiers were merged to create a

single FITS image for each frame, to which a bad pixel mask was applied to remove

known image defects. All images for a filter were registered with IMALIGN and then

co-added using IMCOMBINE in IRAF. The CCREJECT algorithm was applied dur-

ing the stacking to remove cosmic rays and, given the large number of images in each

filter, was highly successful.

The images were astrometrically registered to SDSS by cross correlating the point

sources detected on the VATT images against those in the SDSS-DR9 photometric

catalogs (Ahn et al. 2012). The photometric calibration is also performed by com-

parison to the point sources in the SDSS DR9 photometric catalog, after discarding

those sources that are saturated or approached the non-linearity regime in the VATT

images. The resulting zero points are corrected to include a term for the foreground

Galactic extinction (E(B − V )MW=0.03). The root mean square variation (r.m.s.)

of the zero points are of order 0.01 magnitudes for B, V , R and the scatter is 0.04,

0.04, and 0.03 magnitudes about the zero point, respectively.

To estimate the depth of the VATT images, we compute the surface brightness

(SB) corresponding to the pixel-to-pixel root mean square variation (r.m.s.) to obtain

27.4, 27.0 and 26.7 mag arcsec−2 in B, V , R respectively. The pixel-to-pixel r.m.s.

is a good measure of the SB sensitivity for a single pixel in the image. However,
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because we are interested in the SB averaged over many pixels, the true limit to our

measurements is not represented by the photon noise in a 1-pixel scale; instead our

measurements are limited by any large scale background fluctuations. Hence, we have

estimated the limiting SB as the r.m.s. of the median SB determined in a series of

∼10′′× ∼10′′ boxes of “empty sky” in fields around NGC 5387. The corresponding

values in mag arcsec−2 are 29.6 29.6 and 28.3 for the B, V , R images respectively.

4.2.3 A Better View of the NGC5387 System

Figure 4.1 presents composite images of the NGC 5387 system. In Figure 4.1a, the

VATT R band image is shown in greyscale with an SDSS color image of the NGC 5387

disk inset. In Figure 4.1b, the VATT R band and SDSS image are combined with

GALEX FUV imaging of the region from the Deep Imaging Survey (DIS, Morrissey

et al. 2007). Two key features of NGC 5387 can be identified in Figure 4.1: (i) a

smooth stellar stream of “great circle” morphology (Mart́ınez-Delgado et al. 2010),

and (ii) a blue overdensity at the intersection of the stream and the disk. Both of

these regions are indicated in Figure 4.1c, where the NGC 5387 disk is in dark grey,

the stream in light grey and the blue overdensity as the elliptical blue region. In

addition to these features, we note that the very circular blue and orange regions on

the disk are both foreground stars from their spectral energy distribution (SED) in

their SDSS photometry. These two stars are indicated in Figure 4.1c as the white

and yellow circles, respectively. We will further describe the stream in Section 4.2.4

and the blue overdensity in Section 4.2.5.

A surface photometry analysis is performed on the VATT images for the NGC 5587

disk. Total integrated magnitudes for the NGC 5387 disk are measured by integrating

the background-subtracted flux (Figure 4.2) over an elliptical aperture with semi-
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major diameter 90′′, corresponding to the major axis diameter (de Vaucouleurs et al.

1991), and semi-minor diameter of 25′′, corresponding to its minor axis diameter (de

Vaucouleurs et al. 1991). This ellipse corresponds to an R-band isophotal level of

27 mag arcsec−2, i.e., ∼ 3σ above the large-scale background fluctuations. There

are two sources of error in our estimates of total magnitudes; first, uncertainty in

the background subtraction, and second, scatter in the photometric zero point deter-

mined from comparison to SDSS. For the former, we estimate ∼1% variations in the

background across the area contained within our ∼ 3σ isophote, and for the latter

the values are given in Section 2.2. The total integrated apparent magnitudes for

NGC 5387 are 14.46 ± 0.04, 13.67 ± 0.05 and 13.10 ± 0.03 in B, V , R, respectively.

Using the relations of Zibetti et al. (2009), the integrated colors and assuming a dis-

tance modulus, (M −m) = 34.5 (Springob et al. 2007, 2009), we obtain an average

mass estimate of 3.13+1.21
−0.87×1010 M⊙ with a 38% variation from the choice of color and

reference magnitude used in the adopted M/L-color relation. The surface photometry

for NGC 5387 is summarized in Table 4.1.

4.2.4 The Stellar Steam of NGC5387

The greyscale representation of the R band imaging of Figure 4.1 clearly shows the

presence of a stellar stream extending to the east of the Northern half of the NGC 5387

disk, and extending through the disk to the west.

The morphology of a stream is difficult to often interpret due to the finite sur-

face brightness limit of the observations. More specifically, we are biased toward

seeing only the brightest segments of the stream, which typically correspond to the

“youngest” segment — that is those sections most recently unbound from the pro-

genitor (Johnston et al. 2008; Mart́ınez-Delgado et al. 2010). The surface brightness
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(a.)

Fig. 4.3.— GALEX FUV (a.), (B − V ) (b.) and (B − R) (c.) maps of NGC 5387.
As in Figure 4.2, the maps are astrometrically registered and an ellipse is over-plotted
to indicate the position of the stellar stream (red dashed on the left and green dashed
in the center and right panels). The blue overdensity as described in the text is very
bright in the FUV image (left) and has (B − V ) and (B − R) (center, right) colors
remarkably dissimilar from the mean colors of NGC 5387. The blue overdensity is also
different from the color of stream, which is overall similar to those of the NGC 5387
disk.
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(b.)

Fig. 4.3.— (b.) (B−V ) map of NGC 5387. As in Figure 4.2, the maps are astromet-
rically registered and an ellipse is over-plotted to indicate the position of the stellar
stream (red dashed on the left and green dashed in the center and right panels). The
blue overdensity as described in the text is very bright in the FUV image (left) and
has (B − V ) and (B −R) (center, right) colors remarkably dissimilar from the mean
colors of NGC 5387. The blue overdensity is also different from the color of stream,
which is overall similar to those of the NGC 5387 disk.
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(c.)

Fig. 4.3.— (c.) (B−R) map of NGC 5387. As in Figure 4.2, the maps are astromet-
rically registered and an ellipse is over-plotted to indicate the position of the stellar
stream (red dashed on the left and green dashed in the center and right panels). The
blue overdensity as described in the text is very bright in the FUV image (left) and
has (B − V ) and (B −R) (center, right) colors remarkably dissimilar from the mean
colors of NGC 5387. The blue overdensity is also different from the color of stream,
which is overall similar to those of the NGC 5387 disk.
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limit combined with line-of-sight inclination effects often mislead the interpretation of

the stream morphology, more specifically the determination of its full angular extent,

number of wraps, and its total mass. In the case of the stream in NGC 5387, we see

a very clear narrow portion to the northeast of the disk and fainter segments on the

western side of the NGC 5387 disk. We only identify a single wrap of the stream that

can be traced for a full 360◦. Given that identified segments are measured at low

signal-to-noise, we cannot rule out the existence older wraps at even lower surface

brightness.

The stream in NGC 5387 is most consistent with a “great circle” morphology,

which implies the structure was formed from a satellite in an approximately circular

orbit (Johnston et al. 2008; Mart́ınez-Delgado et al. 2010). The stream appears to be

elliptical in projection and can be described by an ellipse with semi-major diameter of

62′′ (24 kpc), an axial ratio of 0.42, and a position angle 61.3◦ (measured from North

to East). This ellipse is indicated in Figures 4.2 and 4.3. We will now determine

properties of the stream and its progenitor inferred from its “great circle” morphology

and measured with surface photometry.

Morphology of the Stellar Stream

From the morphology of the stream (see Figure 4.1), we can derive an estimate of

the progenitor mass (msat) and “age” of the stream (tstr) following the analytical

relations derived by Johnston et al. (2001). For the purposes of this paper the age of

the stream, tstr, refers to the time since the accretion of the progenitor, not the age

of the stellar populations comprising the stream.

Assuming a logarithmic potential for the host and MNGC 5387 >> msat, then the
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mass, msat, of the stream progenitor, is estimated by:

msat ∼
(w

R

)3
(

Rperi

10 kpc

)(

vcirc
200 km/s

)2

1011M⊙ (4.1)

where w is the width of the stream at R, Rperi is the radius at pericenter, and vcirc is

the circular rotation velocity of the parent. Likewise, the age tstr of the streamer can

be estimated as:

tstr ∼ 0.01Ψ

(

R

w

)(

Rcirc

10 kpc

)(

200 km/s

vcirc

)

Gyr (4.2)

where Ψ is the angular length of the stream and Rcirc is the radius of a circular orbit

with the same energy as the true orbit.

We adopt the circular rotation velocity vcirc =162.9 ± 3 km s−1 (Springob et al.

2005). Ψ can be estimated visually from Figure 4.1 to be ≥ 360◦. Both w and R

can be evaluated at any point in the stream and we choose the region of the stream

with the highest apparent surface brightness (to the N of the NGC 5387 disk) such

that w =11′′= 4.2 kpc and R=11.7 kpc. Given the “great circle” morphology, the

progenitor of the stream was most likely on a circular or near-circular orbit, and we

can approximate Rcirc = Rperi = R = 12.7 kpc (based on the ellipse in Figures 4.2 and

4.3) — this assumption implies an inclination of 65◦ for the stream. Changing the

inclination by ± 10◦ results in circular radii, Rcirc=10.1 kpc to 15.3 kpc. Substituting

these values into Equation 4.1, we estimate a total progenitor mass of 4+2.5
−1 × 1010

M⊙, and into Equation 4.2, the formation age for the streamer of tstr ∼ 240+70
−40 Myr,

where the quoted upper and lower ranges are for inclinations i=65◦±10◦.
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Surface Photometry of the Stellar Stream

In Figure 4.2, we compare the stellar stream of NGC 5387 as observed in our three

VATT filters, B, V , R. In all three optical filters the stream is detected and appears to

have similar overall morphology. Overall the stream appears to be a single structure

with mean surface brightness of 25.4 mag arcsec−2 in R. Though, we note that there

are significant density fluctuations, more specifically, the stream has a maximum SB of

24.6 mag arcsec−2 in R and its minimum SB is indiscernible from the SB background

estimate of Section 2.2 (26.7 mag arcsec−2 in R). By assuming a typical width of

11′′ (5.1 kpc), the geometrical parameters given in Section 2.4 and an approximately

uniform surface brightness over the entire elliptical path (which cannot be verified in

the overlap region with the main galaxy), we can estimate a total magnitude for the

stream of ≈ 17.5 mag in R, and estimate an error of 50% due to the scale of the SB

fluctuations along the stream.

To investigate the physical properties of the stream, we compute color maps from

the VATT images. To do this, we enhance the original signal-to-noise ratio (SNR)

in the individual pixels by performing the image adaptive smoothing introduced by

Zibetti et al. (2009) using the adaptsmooth code of (Zibetti 2009). adaptsmooth

performs a median filtering of the images using a circular top-hat kernel, whose size

is adapted as a function of position to reach a given minimum SNR. A first pass

of adaptsmooth is made in each band independently, to determine the “mask” of

smoothing kernel sizes as a function of the position that provides a minimum SNR

of 20. In the second pass the smoothing kernel size at a given pixel is re-determined

as the maximum size over the three bands, so that the three images are smoothed

consistently while ensuring the minimum SNR of 20 in all pixels. The (B − V ) and

(B − R) color maps are shown in the second and third panel of Fig. 3, respectively.
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From these maps for the stream we can estimate a characteristic (B−V )str of 0.75,

with variations between 0.6 and 0.9, and (B − R)str of 1.5, with variations between

1.2 and 1.7. These colors are broadly consistent with the average colors of NGC 5387,

i.e., (B − V )gal = 0.79 and (B −R)gal = 1.36, thus implying (approximately) similar

stellar populations. This observation justifies assuming the same M/L ratio for the

stream as for the galaxy: the stellar mass ratio between the streamer and NGC 5387

is thus given by their luminosity ratio, i.e. ∼1:50, implying a mass for the streamer

of ∼6+2.4
−1.7× 108 M⊙. As before for the total mass of NGC 5387, the uncertainty in the

mass is large due to numerous assumptions required for the estimate, but, even with

these large errors, the mass is sufficiently well constrained to determine confidently

that NGC 5387 is in the process of merging with a satellite companion, e.g., that this

is a minor-major merger. These photometric properties are summarized in Table 4.1.

Summary of Stellar Stream Properties

The morphology of the stream implies that the progenitor was accreted within the

last Gyr (tacr), an age that is broadly consistent with its relatively small Rperi. There

are no distinguishable overdensities within the angular extent of the stream, and,

therefore, we do not identify a satellite remnant within the stream itself. In some

known stellar streams, the progenitor is either nearly unbound or can be very elon-

gated in the plane of the sky, as is implied by detailed simulations for the stream in

NGC 5907 (Mart́ınez-Delgado et al. 2008). Given the median seeing (∼ 1′′) and the

pixel scale, 0.38′′ per pixel, a highly distorted progenitor would be difficult to identify

in our observations. Furthermore, the lack of progenitor is not uncommon, as most

of the streams simulated in Johnston et al. (2008) had no identifiable progenitor.

Comparing the mass of the progenitor from Equation 2 with the mass estimate of the
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stream itself (Section 4.2.4), we estimate that the stream contains ∼3% of the total

mass of the progenitor.

The great circle morphology of the NGC 5387 stream is similar to those iden-

tified around M 63 (Chonis et al. 2011), NGC 5907 (Mart́ınez-Delgado et al. 2008),

and NGC 4013 (Mart́ınez-Delgado et al. 2009), but with a smaller apocentric radius

and implied formation timescale. The inferred progenitor mass is comparable to that

predicted for Sagittarius around the MW (Law et al. 2005), though the Sagittarius

debris have multiple wraps and are thought to have formed over several Gyrs (Ma-

jewski et al. 2003), in contrast to the single wrap and short formation timescale for

the NGC 5387 stream. Only one wrap of the NGC 5387 stream is detected in our

observations, but we cannot rule out that there are older wraps of the stream, as was

discovered for NGC 5907 when deeper observations were obtained (Shang et al. 1998;

Zheng et al. 1999; Mart́ınez-Delgado et al. 2008).

4.2.5 Properties of the Blue Overdensity

In Figure 4.1a, there is a blue region offset 23.6′′ radially from the center of NGC 5387,

corresponding to a projected galactocentric radius of 22.7′′. The region is roughly

circular with a radius of 2.2′′. Given the median seeing of 1′′, we are not able to

resolve any sub-components to the blue overdensity and we treat it as a single region.

Using a circular aperture of 2.2′′ centered on the blue over density, the total B,

V , R absolute magnitudes are -14.55 ± 0.14, -14.83 ± 0.12, -15.84 ± 0.10, assuming

the mean distance modulus of (m − M)=34.5±0.08 from independent Tully-Fisher

calibrations for multiple broadband optical+NIR filters (Springob et al. 2007, 2009)

and accounting for the MW reddening of E(B−V )MW =0.03 with a standard Cardelli

et al. (1989) extinction curve for RV =3.1. The photometric uncertainty for each
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magnitude is the quadrature sum of three error sources, (i) the measurement error

from the aperture photometry, (ii) the error from Aλ as scaled from E(B−V )MW , and

(iii) the error in the adopted mean distance modulus — the latter two source dominate

the final quoted uncertainty. For colors, however, we compute the quadrature sum of

the error in two the aperture magnitudes and the error in E(B − V )MW , hence the

uncertainty is much smaller. The blue overdensity has a (B−V ) = 0.28 ± 0.04 (with

E(B − V )MW = 0.03), implying ∆(B − V ) from the stellar stream of ∼0.30. If the

blue overdensity is part of the stream, then this is the first known stream with such

an extreme color gradient (∆(B-V)∼ 0.3-0.6).

In Figure 4.3, we compare our optical imaging to that of the GALEX Deep Imag-

ing Survey (Morrissey et al. 2007) to the (B − V ) and (B − R) color maps. In

Figure 4.3, it becomes clear not only that the region is much bluer than the disk of

NGC 5387 and the stream, but also that the region contributes a significant portion of

the FUV flux from NGC 5387. The total integrated FUV (NUV) apparent magnitude

of NGC 5387 is mFUV = 17.44 (mNUV = 16.83) (this estimate includes the blue over-

density; no errors were reported Lemonias et al. 2011). In comparison to NGC5387,

the total FUV (NUV) apparent magnitude for the blue overdensity (GALEX source

J135825.0+060438) is mFUV = 18.49 ± 0.01 (mNUV = 18.21 ± 0.00). From the ap-

parent magnitudes, the blue overdensity contributes 38% (28%) of the FUV (NUV)

flux of NGC 5387. The blue overdensity is most likely a star forming region, but from

the imaging alone it is impossible to determine if it is related to NGC 5387 or an

overlapping foreground object.
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Fig. 4.4.— Rest frame wavelength LBT+MODS spectrum for the blue overdensity in the outer disk of NGC 5387, with
insets of the Hα and Hβ spectral windows. The spectrum exhibits nebular emission lines consistent with an HII region.
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4.3 The Bright Star Forming Region in NGC5387

To better characterize the blue overdensity and its potential connection with the

stellar stream, we obtained optical spectroscopy for the region. We will first describe

the spectroscopic observations in Section 4.3.1 and our measurement procedures in

Section 4.3.2. In Section 4.3.3 we describe initial measurements from the spectroscopy.

We estimate the physical parameters of the blue overdensity directly from the spectra

in Section 4.3.4 and from comparison to Starburst 99 models in Section 4.3.5. Lastly,

we explore the mode of star formation in this region in Section 4.3.6.

4.3.1 Observations & Image Processing

Spectroscopy was obtained for NGC 5387 using the dual channel MODS1 spectro-

graph on the Large Binocular Telescope (LBT) (Pogge et al. 2006) on UT 2012 June

14. The spectrograph was configured with the R = 2000 resolution grating and a 1.0′′

slit-width, yielding a spectral range of 3200Å to 10000Å with mean resolution of 0.5Å,

0.8Å per pixel for the central wavelength of the blue and red channels, respectively.

Two pointings were obtained, one along the major axis of NGC 5387 (position angle

= 22◦) with central coordinates (αJ2000, δJ2000) =(13h58m24.8s, +06◦04′17′′) and one

parallel to the major axis offset by 5.8′′ to intersect the blue overdensity in the disk.

Total exposure times were 3 × 240s and 3 × 600s for the two pointings, respectively.

Image processing was completed using the MODS1 python packages3 following the

standard prescription for MODS1 spectroscopic data. The one-dimensional spectra

were extracted for a 2′′ region of the NGC 5387 nucleus and the blue region in the

APEXTRACT package of IRAF with independent extractions for the blue and red

channels. Wavelength calibrations were taken with the 0.6′′ slit and a small zero-

3http://www.astronomy.ohio-state.edu/MODS/Software/modsCCDRed/
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point offset was calculated between the wavelength calibration spectrum and the

science data using the night sky lines (the standard procedure for this instrument).

Observations of the spectra-photometric standards Wolf 1346 and Hz 44 were obtained

on the same night of observation and were used to spectra-photometrically correct the

spectra for extinction using calibration data available in IRAF. Sensitivity functions

were calculated independently for the two stars, and were averaged before application

to the science spectra.

4.3.2 Spectral Measurements

The line-of-sight velocities of the galaxy from the MODS1 spectra were computed

using the FXCOR routine in IRAF. An emission line template was created for emission

lines in the Hβ and Hα regions smoothed by the average instrumental broadening

of 3.36Å, which was estimated from lines in the wavelength calibration spectrum and

the night sky lines in the science spectrum. The barycentric correction for the median

time of each set of exposures was applied to this template.

We estimate the heliocentric velocity of NGC 5387 to be vhelio = 5226 ± 3 km

s−1, well in agreement with the systemic velocity derived from its HI profile, 5216 km

s−1 (Springob et al. 2005) and that measured from the SDSS spectrum 5226 km s−1

(Abazajian et al. 2009). Using the same procedure, the heliocentric velocity of the

blue overdensity was measured to be 5331 ± 2 km s−1.

Before estimation of emission line fluxes, we corrected the MODS1 spectra for the

local Galactic extinction, E(B− V )MW = 0.03 (Schlafly & Finkbeiner 2011; Schlegel

et al. 1998), assuming RV = 3.1 and applying the extinction law of Cardelli et al.

(1989).

Equivalent widths for Hα and Hβ were measured using the interactive IRAF task
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Fig. 4.5.— Comparison of the spectral properties of the NGC5386 blue overdensity to
the fiducial Starburst 99 model, with a Salpeter IMF (α = 2.35) and with upper mass
cutoffs of 100 M⊙ (dark grey) and 30 M⊙ (grey). In the top panels, the Hα equivalent
width (EqWHα, left) and the number of ionizing photons per second (N(H◦)s−1, right)
are used to estimate the age of the star forming region, resulting in a mean value of 8
× 106 years. In the bottom left panel, the age of the star forming region is compared
to the total V (B) band magnitude, MV (MB) as the solid (dashed) thick lines. In
the bottom right panel, the age of the star forming region is compared to the model
(B−V )o colors to confirm the internal reddening derived from the Balmer decrement
method. In each panel the the “mean” value from comparison is shown as a dotted
line, and the permitted “range” of values permitted from the uncertainty in each of
the the measurements are shown as a dashed box.
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SPLOT. Generally, standard line profiles available in SPLOT were poor fits to the

line shapes. Thus, emission line fluxes were calculated independently of SPLOT

by integrating across the line profile and subtracting the best fit continuum defined

individually around each emission line. The median continuum level was 3.85×10−15

and 9.75×10−16 erg s−1 cm−2 Å−1 for the blue and red channels respectively. There

was no identifiable stellar absorption at any of the emission lines, (perhaps because we

did not integrate sufficiently long to detect the underlying stellar spectral features),

but the contributions from the stellar absorption to the measurements required for

our work would be small. Thus, we opted not to fit a stellar absorption component

to the spectra.

Flux errors were estimated by adapting the simple formulation of Berg et al. (2012,

Equation 2):

σλ ∼
√

(2 ×
√
N × Frms)2 + (0.02 × Fλ)2 (4.3)

where N is the number pixels in the integration, Frms is the median noise in the

continuum, 0.02 is the assumed error (2%) in the summation relative to the total

measured flux (Fλ). Errors on derived values are propagated using σλ as the flux

error.

The SDSS imaging was used to design the MODS1 observational parameters.

Given the SDSS pixel scale, 0.39′′, and low signal-to-noise detection of the blue

overdensity, the offset between the NGC 5387 major axis and the overdensity was

imperfect. Furthermore, the slit was only 1′′ in angular width and therefore the spec-

troscopic observations did not fully contain the blue overdensity. A correction was

computed using FUNTOOLS4, which uses the DS9 region style syntax to perform

flux measurements with custom apertures. Using a circular aperture of 2.2′′, we first

4https://www.cfa.harvard.edu/∼john/funtools/
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calculated the total flux in the blue overdensity, used a nearby region in the disk to

estimate the background contributions from NGC 5387. Then, using the MODS1 ob-

serving parameters, MODS1 target acquisition images (images taken to align the slit

on target), and the spectral extraction parameters in APEXTRACT, the area covered

by the slit, the area extracted in the slit, and the area subtracted as a background

were determined. The fluxes then were corrected using the ratio of the total flux

of the star forming region and flux extracted from the spectra. The fluxes for both

the main galaxy and the emission line region were converted to the corresponding

luminosity assuming D = 79.3 Mpc (Springob et al. 2007, 2009).

4.3.3 Spectral Analysis Methods

The full spectrum for the star forming region is shown in Figure 4.4, with insets

providing zooms into the Hα and Hβ regions. The velocity of the star forming region

is offset δv = −104 km s−1 from the NGC 5387 systemic velocity. This offset is

well within the NGC 5387 HI profile full-width of W = 350 km s−1(Springob et al.

2005). Thus, the blue overdensity is associated with the NGC 5387 system. Assuming

the blue overdensity is at the same distance as NGC 5387, the blue overdensity is

approximately 850 pc in diameter and is located 9.1 kpc from the center of NGC 5387

or 8.7 kpc projected onto the major axis with a disk height of 2.7 kpc.

Having determined the blue overdensity is a star forming region, the assumed

Milky Way extinction is not sufficient to account for the extinction in the region and

it is necessary to estimate the internal reddening using the Balmer decrement method.

Following the prescription of Calzetti (2012) and taking representative values from

Osterbrock & Ferland (2006), we estimate Hβ/Hα = 4.15, which when compared to

the ideal value of Hβ/Hα = 2.87 yields E(B − V )INT = 0.35 with an error of 0.08



232

(26%) estimated by propagating uncertainties from the flux measurements through

our calculations. We then revise our photometry and fluxes using the extinction curve

estimates for the Small Magellanic Cloud as detailed in Bianchi (2011, Table 2).

The measured reddening, E(B − V )INT = 0.35, implies an AV ∼ 1, which is not

abnormal for star forming regions (Reines et al. 2008, for example see Table 2) —

though it is higher than might be anticipated given the strong FUV emission from

the region (see Figure 4.2). Because the reddening is not abnormal, the star forming

region is most likely in front of the NGC5387 disk along the line-of-sight.

4.3.4 Spectroscopic Properties of the HII Region

From the fluxes of the nebular emission lines shown in Figure 4.4, we can directly cal-

culate a number of properties of the region, including the SFR, ionizing flux and chem-

ical abundance. All of these values are summarized in Table 4.2. In the text we will

apply our total (Milky Way + internal) extinction correction of E(B−V )TOTAL=0.38

±0.08, but we also include values for only the Galactic extinction in Table 4.2 for

comparison to systems without an estimate for the internal extinction.

Star Formation Rate: The SFR of the blue overdensity can be derived from

the Hα flux using the relationship of Kennicutt (1998a) and Osterbrock & Ferland

(2006):

SFR(Hα) = 7.9 × 10−42L(Hα) (4.4)

Using our Hα luminosity, 1.74 ±0.42 × 1041 erg s−1 with an 24% uncertainty of from

flux and distance uncertainties, we obtain SFR(Hα)= 1.77 M⊙ yr−1 (log(SFR) =

0.25). An uncertainty of 0.43 M⊙ yr−1 in SFR(Hα) is estimated by propagating flux

errors through the SFR calculation.

A second, independent estimate of the SFR can be calculated using the GALEX
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FUV photometry in Table 4.2 (Morrissey et al. 2007). The reported FUV flux for

the star forming region, also known as GALEX source J135825.0+060438, is 121.67

± 0.83 µJy corrected only for Milky Way extinction5. We estimate a background

flux based on a similarly sized region in the disk as 89.37 ± 0.67 µJy6. Converted to

luminosity, we obtain L(FUV ) = 1.95 ±0.14× 1028 erg s−1.

Following the relation of Kennicutt (1998a),

SFR(FUV ) = 1.4 × 10−28 × L(FUV ) (4.5)

results in SFR(FUV) = 2.72 M⊙ yr−1 (log(SFR) = 0.44), a value in reasonable agree-

ment with that from L(Hα). An uncertainty of 0.20 M⊙ yr−1 is estimated by prop-

agating the flux measurement error through the calculation.

We note that the relation of Kennicutt (1998a) assumes a constant and continuous

star formation rate over a 100 Myr timescale. There is evidence in the Local Group

that dwarf galaxy star formation histories are sufficiently variable, even on these

relatively small timescales, to break the assumptions of Kennicutt (1998a) in the FUV

to SFR conversion factor resulting in variations as large as a factor of 2 (Johnson et al.

2013).

Ionizing Flux: To better understand the mode of star formation, we also use

L(Hα) to estimate the total flux of ionizing photons, NLyC in the HII region. Fol-

lowing from Condon (1992), for a 104 K gas,

NLyC ' 7.87 × 1011 × L(Hα) (4.6)

5We adopt the FUV flux estimated from the NUV catalog position or the fuv ncat flux for
GALEX J135825.0+060438.

6We use the fuv ncat flux for GALEX source J135824.6+060418, which, from inspection of the
GALEX images, appears at similar intensity as the average diffuse emission from the NGC5387
disk.
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we estimate a total ionizing flux of NLyC = 1.35 ±0.34 × 1053 photons, with a 25%

error from the flux and distance uncertainties. Using the observations of Vacca et al.

(1996) this is equivalent to ∼ 1500 OV 7.5 stars in our 850 pc diameter region.

Chemical Abundance: There are multiple techniques to estimate the chemical

abundance of an ionized region, the most reliable being the “direct” method (e.g.,

that used in Berg et al. 2012)), which relies on a detection of the [OIII]λ4363 line.

The [OIII]λ4363 line, however, is not detected in our spectrum to an upper limit of

4.06×10−15 erg s−1 cm−2 Å−1, assuming a line width of 10Å. Thus, we opt to use

the strong line calibration of Pilyugin & Thuan (2005) permits computation of the

metallicity, 12 + log(O/H), from strong spectral features, that while calibrated to

measurements with [OIII]λ4363 does not require its detection.

The Pilyugin & Thuan (2005) method uses the spectral line ratios R2 = [OII]λ3727+λ3729/Hβ

and R3 = [OIII]λ4959+λ5007/Hβ to estimate the excitation parameter, P = R3/(R2 +

R3), which is correlated to the oxygen metallicity. Most notably, the calibration has

upper and lower branches that diverge between X23 = log(R2 + R3) of 0.7 and 1.0.

For our HII region we calculate, P = 0.34 and X23 = 0.83, which place the region in

the transition zone between the two calibrations (see Figure 12 of Pilyugin & Thuan

2005). Thus, we opt to average 12+log(O/H) calculated on both branches, for which

we obtain 12 + log(O/H) = 7.97 for the lower branch and 12 + log(O/H)= 8.06 for

the upper branch. We adopt 12 + log(O/H) = 8.03 ± 0.28 for the metallicity of our

HII region, and taking the 40% error from the Pilyugin & Thuan (2005) calibration

for each of our two estimates. Given that there are numerous techniques for estimat-

ing the metallicites with differing systematics (e.g., see discussions in Skillman 1989;

Berg et al. 2012), the spectral line fluxes relevant to these calibrations are presented

in Table 4.3.
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4.3.5 Properties Derived by Comparison to Starburst99

In addition to properties derived directly from flux measurements, star forming prop-

erties can be estimated in comparison to the fiducial Starburst 99 models (Leitherer

et al. 1999, SB99, hereafter). In Figure 4.5 the model predictions from SB99 used in

our analysis are given for an instantaneous 106 M⊙ starburst in a Z = 0.001 metal-

licity gas, with a Salpeter IMF (α = 2.35) and upper mass cutoffs of 30 M⊙ (dark

grey) and 100 M⊙ (light grey).

Stellar Population Age: The age of the HII region can be estimated using the

equivalent width of the Hα emission line. We obtain the EWHα = 380Å and adopt

an error of ± 10Å. In the top left panel of Figure 4.5, we compare our measurement

(dotted lines) to the Hα EqW-age relationship in SB99. We estimate the age of the

star forming region is 8 × 106 years, with a range of of 1 × 106 years permitted by

the variation in the model and our uncertainty in EWHα. A similar estimate of the

age was obtained using the equivalent width of the Hβ line, EWHα =50 ± 10Å.

Mass: The mass of a star forming region can be estimated by comparing the absolute

V or B broadband magnitude to the magnitude-age trend in SB99, given for MV in

the bottom left panel of Figure 4.5. The SB99 models assume a mass of 106 M⊙,

but the total broadband flux scales linearly with the mass of the region. Given our

de-reddened magnitude, MV =-15.85 (Table 4.1), we estimate a total stellar mass

of ∼ 2.5 × 107M⊙, and adopt and error of 50% on this value based on magnitude

uncertainties and the range of permitted population ages. For consistency, we also

estimate the mass using the MB magnitude to obtain a similar estimate.

Comparing other Parameters: Lastly, to confirm that our SB99 estimated

parameters are all self-consistent, we re-normalize the SB99 model to our assumed

mass and compare to other physical parameters (Figure 4.5). First, we ensure that
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the number of Lyman continuum photons is consistent with the mass of our region.

As shown in the top right panel of Figure 4.5, our measured NLyc is consistent with the

SB99 model at our inferred stellar population age. Second, we compare the intrinsic

(B − V )o color to the age in the bottom right panel of Figure 4.5. The de-reddened

color of our region, (B− V )o = -0.04 is consistent with the color of the model at this

age, given a conservative error in the color and the de-reddening (shown as the color

range in bottom right panel of Figure 4.5). Given the overall consistency between

our suite of observational data and SB99, we are confident that, given our data, these

parameters provide a reasonable description of the blue overdensity. The adopted

physical parameters for the star formation region are summarized in Table 4.2.

4.3.6 Discussion of Star Forming Properties

A component to understanding the origins of the blue overdensity in NGC 5387 is to

characterize the mode of star formation in the blue overdensity. We will do this by

comparing our measurements for the blue overdensity to those of a number of well

studied star formation regions.

First, we evaluate if the size and luminosity of the region are more consistent with

a single H II region or a larger complex. In Figure 4.6, the size and Hα luminosity

of the NGC 5387 H II region are compared to the sample of Kennicutt (1984); this

demonstrates that the blue overdensity is both larger and more luminous than sin-

gle HII regions. Instead, the NGC 5387 H II region has both a size and luminosity

characteristic of “multiple H II region complexes” observed in giant spirals like M 101.

As discussed by Kennicutt (1984), these regions could contain several individual 30

Doradus-class H II regions in a single symmetric envelope of ionized and neutral gas.

While these star forming complexes are generally seen in large galaxies, they are also
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observed in star-forming dwarf galaxies, like NGC 4449, M 33 and the LMC (Kenni-

cutt 1984). Thus, we move forward considering the blue overdensity is composed of

multiple, unresolved regions that are forming stars.

Following the example of Hunter (1999), diagnosis of the mode of star formation is

akin to understanding the concentration stars within an H II region. To demonstrate,

we compare 30 Doradus in the LMC and Constellation III in the Milky Way, two

regions that have similar mean properties. The 30 Doradus region contains the super-

star cluster R 136, a ∼2 pc sub-component that is the origin of most of the flux from

the entire complex. Constellation III, in contrast, is described as a “scaled up OB

association” — a large, but overall low density region of young stars. Constellation

III and 30 Doradus have similar sizes and fluxes, but represent drastically different

star forming environments. The observational difference between these regions is

the density of high mass stars, though the comparison is complicated due to slight

difference in age (30 Doradus / 8 Myr, and Constellation III ∼ 10 Myr).

To characterize the star forming region in NGC 5387, we can make a number of

comparisons. First, we can compare the blue overdensity to 30 Doradus, for which the

total extent is R ∼ 100pc and the total Hα luminosity is L(Hα)= 3.2×1039 (Lopez

et al. 2014). The blue overdensity would have to contain 54 individual 30 Doradus-like

regions to produce is measured Hα luminosity (see Table 4.2) and by volume it could

contain 600 such regions (assuming spherical geometry). Second, we can compare to

the ensemble of super star cluster candidates in NGC 4449 identified by Reines et al.

(2008, Table 5). The sample of 12 super star cluster candidates comprise a total

mass of 2×105 M⊙, and produces NLyC = 3.7×1051 ionizing photons. Scaled to our

total mass, 2×107 M⊙, our ionizing flux is comparable to a scaled up version of those

regions in NGC 4449.
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Fig. 4.6.— The observed size - Hα luminosity - type relationship for the sample of
HII regions considered in Kennicutt (1984). The regions are coded by the type of HII
region: multiple core complexes as stars, shell as squares, diffuse as triangles, high
surface brightness as diamonds and classical as xes. The HII region in NGC 5387
is both physically larger and more luminous than the classical giant HII regions 30
Doradus in the LMC and N604 in M33. Instead, it has properties similar to the
“multiple core complex” HII regions like N5471, N5461 and N5455 in M101 (stars),
implying the blue overdensity is composed of multiple smaller star forming regions.
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4.4 Interpretation of the Observational Data

We have presented a set of observations that confirm the existence of a stellar stream

in the halo of NGC 5387 that, in projection, intersects the disk of NGC 5387 near

a prominent blue overdensity. There are no distinguishable overdensities within the

angular extent of the stream and we do not directly identify a progenitor within the

stream itself. Spectroscopy of the blue overdensity confirms it is associated with

NGC 5387. Derived properties from nebular emission lines indicate it to be a young,

massive, metal-poor H II complex. These observations are consistent with a number

of physical scenarios.

4.4.1 Star Formation in the Disk?

It is possible that the blue overdensity represents star formation occurring naturally

in the disk, as is the case for a very massive, luminous and young star cluster in the

spiral galaxy NGC 6946 studied by Larsen et al. (2001). The existence of this cluster

is an example of how “violent interactions” like mergers are not a required condition

to create “extreme” star forming environments in otherwise undisturbed galaxies

(Larsen et al. 2001). The cluster in NGC 6846, however, has a mass of 8.2×105 M⊙,

much less massive than the blue overdensity in NGC 5387. Furthermore, the SFR

in the blue overdensity measured from Hα is nearly five times that measured in the

center of NGC 5387, making it a quite extreme event for the outer disk of a MW

analogue galaxy. Given that ∼100 of the clusters studied by Larsen et al. (2001)

would have to exist in an 850 pc region, this blue overdensity in NGC 5387 seems to

be a much more “extreme” case than that of NGC 6946. Thus, it seems unlikely that

we are seeing star formation in the disk following an in-situ mode.

Having ruled out natural star formation in the NGC 5387 disk, it is possible that
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the blue overdensity is induced star formation. Generally, it is not clear what occurs

when a dwarf satellite passes through the outer disk of its parent. Current insight

is limited to modelling that neither provides the proper spatial resolution, nor fully

implements star formation prescriptions at the level needed to distinguish if the disk

is “transparent” to the stream crossing or if there is sufficient gravitational influence

to induce star formation. The observation of enhanced star formation in the outer

disk of NGC 5387 provides one of the first observational test cases to explore the

effects of a minor merger on the outer disk of a Milky-Way analogue. To evaluate

this scenario, we can explore two key questions in our observational data: (i) Are the

kinematics of the blue overdensity consistent with the those of the NGC 5387 disk?

(ii) Is the metallicity of the gas consistent with that of the NGC 5387 disk?

First, using Vc from the NGC 5387 HI profile (Springob et al. 2005), we can es-

timate the average rotational velocity of the disk at the radius of the overdensity.

Using Rsfr = 8.7 to 9.1 kpc and the form of a standard rotation curve, the estimated

disk motion in an edge-on galaxy should be near Vmax, which for NGC 5387 is Vmax

= 162.9 ± 3 km s−1 (Springob et al. 2005). Given our uncertainty in the actual

3-dimensional position in the disk due to the inclination (i = 77◦), we could expect

to see deviation from Vmax due to non line-of-sight motions. With a velocity offset

of δv = 104 km s−1, the blue overdensity has kinematics not inconsistent with being

in the disk of NGC 5387, though with a relatively large dispersion.

For a basic estimation of the metallicity-radius relationship in the NGC 5387 disk,

we employ the HII region metallicity-radius relationship observed in the Milky Way

by Balser et al. (2011). We use their 360◦ relation,

12 + log(O/H) = 8.866 − 0.0383 ×Rgal, (4.7)
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and renormalize using the metallicity of the central region of NGC 5387 from SDSS

spectroscopy, 12 + log(O/H) = 9.05 (Tremonti et al. 2004). we estimate that at the

location of the HII region, Rsfr= 8.7 kpc, This implies a metallicity of 12+log(O/H) =

8.73 at the galactocentric radius of the blue overdensity. The NGC 5387 HII region

(12 + log(O/H) = 8.03) is more metal poor than that expected in the native gas at

this radius.

However, taken together it is not impossible that star formation has been induced

in the outer disk of NGC 5387. We must pose several questions relating to this

hypothesis. First, can such an event occur in the outer disk of a typical spiral galaxy?

Second, can we explain the deviations from typical kinematic and chemical abundance

trends in a spiral galaxy?

4.4.2 Tidal Dwarf Hypothesis?

Third, the blue overdensity could be formed from a gaseous component of the stellar

stream intersecting the disk, or from the collision of a high velocity cloud (HVC)

with the stream itself, though either of these scenarios seems highly unlikely. The

formation of such a star forming region is analogous to the formation of a tidal dwarf

in a major merger, though on a much smaller and less extreme scale. This “tidal

dwarf” interpretation relies on there being an expelled gaseous component to this

minor merger or for there to be considerable gas reservoirs in the halo of NGC 5387.

The HI content of NGC 5387 can be explored using the Arecibo 305m HI line

profile of Springob et al. (2005). The beam size of Arecibo, 189′′, contains the full

disk of NGC 5387, including the full stellar stream of NGC 5387. The profile shows no

significant distortions or other abnormal features to suggest that NGC 5387 has any

significant HI content outside of the expected disk motion. The profile, however, has
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an average channel width of 11 km s−1 and an average rms of 1.67 Jy (Springob et al.

2005), corresponding to a mass resolution of 1.3 × 109 M⊙ at 80 Mpc in a single 11 km

s−1 channel. This sensitivity may not detect a gaseous stream or large cloud. Thus,

while we cannot rule out that the NGC 5387 stream has a gaseous component, there

is no clear observational evidence from archival data for any abnormal HI features in

NGC 5387.

On the other hand, the observed population of high velocity clouds (HVCs) in the

Milky Way and Andromeda do suggest that there can be relatively large clouds of gas

moving within the halo, and such gas clouds are considered a normal component of

MW-sized galaxy (See Putman et al. 2012, and references therein). The Milky Way

HVC population includes clouds with total gas masses greater than 106M⊙, typical

physical sizes of ∼1-2 kpc, and estimated metallicites ∼0.1 Z⊙ (Wakker 2001). The

total mass of even the largest of the HVCs is an order of magnitude smaller than the

stellar mass of the NGC 5387 blue overdensity, 2 × 107 M⊙. Additionally, the high

FUV SFR indicates that the region has been forming stars for an extended period

of time, 100 Myr or more, at which point an HVC would have already extinguished

its gas reservoir (Lee et al. 2011). Thus, it seems unlikely that such a star forming

region could be generated from an HVC collision with the stream.

4.4.3 Stream Progenitor Hypothesis?

The blue overdensity could be the progenitor of the stream. More specifically, it

is possible that we have caught the satellite galaxy soon after its passage through

the disk, but it is the satellite itself, not the disk, that is currently undergoing star

formation. Given that progenitors of the stream should be detected along the orbit of

the stream, the blue overdensity is a strong candidate for the progenitor. Typically,



243

when progenitors can be connected to a stellar streams, those progenitors are already

gas poor and contain no appreciable on-going star formation or very young (< 1 Gyr)

stellar content, though we do note that there is a 2 Gyr population in the Sagittarius

dSph (Siegel et al. 2007). Thus, for most observed stream progenitors there is little

to no gradation in color along the stream; the progenitor and the stream are largely

indistinguishable in color. In fact, in a search for MW-LMC analogue systems (within

a 60 Mpc volume), many systems have been identified with long stellar streams or

with tidal distortions in the satellite, but none have exhibited strong color gradients

(Mart́ınez-Delgado et al., in prep.). If the blue overdensity is the progenitor of the

stream, then this is the first minor merger to be detected with a strong a color

gradient.

A clear morphological analogue to NGC 5387 is the NGC 5899 system, which also

contains a red stellar stream in its outer disk. The progenitor of the stream in

NGC 5899 is identified as a highly distorted overdensity along the stream near the

inferred apo-centric radius (Mart́ınez-Delgado et al., in prep.). Because a satellite

spends a large fraction of its orbit at apo-center, most satellites are discovered at or

near their apo-centric radii, typically far from the disk of the parent galaxy. The

blue overdensity, however, is located in front of the NGC 5387 disk in projection. If

the blue overdensity is the progenitor, it is likely detected at or near its pericentric

radius, its closet approach to the NGC 5387 disk, i.e., an unlikely position.

Many dwarf spheroidal satellites in the Local Group show periodic episodes of

enhanced star formation with a cadence similar to their orbital parameters (Dolphin

et al. 2005). It is, however, exceedingly rare to find a star forming satellite in the

halo of its parent (Geha et al. 2012), to find any significant gas reservoirs in satellite

galaxies (Grcevich & Putman 2009), or to find close satellites with colors similar to
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the LMC (Tollerud et al. 2011). Taken together, the relative scarcity of star forming

dwarf satellites implies that the removal of gas from satellite galaxies is highly efficient,

occurring very quickly relative to the survival timescale of the progenitor. If the blue

overdensity is the progenitor for the stream, then it, as a dwarf satellite, presents

exceptionally rare characteristics.

One of the properties of the blue overdensity is the discrepancy between the SFR

estimated from the Hα and FUV luminosity. The Hα luminosity is most sensitive

to the highest mass stars whose lifetimes are very short (<10 Myr), and, therefore,

this SFR indicator traces the most recent star formation. In contrast, the FUV SFR

can is sensitive to stellar populations as old 100 Myr, and the estimated FUV SFR

implies that the blue overdensity has been forming stars for at least the past 100 Myr,

a timescale smaller than the inferred timescale for the formation of the stream. Thus,

the orbit for progenitor of the stream could have induced star formation enhancements

prior to the < 10 Myr population traced by the Hα equivalent width. Not only could

these two indicators trace slightly different populations, but also the application of

the UV SFR conversion factor could be inappropriate for the blue overdensity, as

it assumes a constant and continuous SFR for ∼100 Myr. Regardless, the typical

SFR for a dwarf galaxy of the same mass, traced by the total B magnitude MB, is

0.03 M⊙ yr−1, as estimated from the Local Volume Legacy Survey(Kennicutt et al.

2008). Thus, the both the L(Hα) and L(FUV ) SFR measurements of the blue

overdensity are enhanced compared to dwarf galaxies with similar properties. In

addition to being consistent with timescales implied from the SFR indicators, the

stream progenitor hypothesis is also consistent with the low metallicity measured for

the blue overdensity, and, given the mass of the stream debris, the small mass of the

region.
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The stream progenitor origin of the blue overdensity is compelling because this

interpretation is consistent with both the physical parameters of the blue overdensity

and from the merger properties inferred from the stellar stream. If the blue over-

density is the progenitor of the stream, then we are observing a galaxy undergoing

a period of significantly enhanced star formation during a minor merger. Although

the observational evidence for some enhancement of star formation in such events

is inferred form the star formation histories of Local Group galaxies (Dolphin et al.

2005), such a large enhancement has not been previously observed for a minor merger

nor has such an enhancement been predicted in numerical simulations.

Thus, we must pose several questions relating to this hypothesis. First, can a

dwarf galaxy maintain its gas reservoirs through a merger having a relatively small

pericentric radii? Second, can the dwarf form stars at the measured SFR and over

the time scales implied by the FUV SFR?

4.4.4 Chance Alignment?

Lastly, it must be considered that the stellar stream and the blue overdensity are a

chance alignment — that the physical origins of the stream and the blue overdensity

are unrelated. It is clear that the stellar stream is an accretion remnant, and, given its

redshift, the blue overdensity would have to be a second satellite of dwarf Irregular

type within NGC 5387 system. This two satellite scenario, however, is a very low

probability event. First, the NGC 5387 stream has a relatively high surface brightness,

24.5 mag arcsec−2, compared both to the known sample of stellar streams (Mart́ınez-

Delgado et al. 2010; Miskolczi et al. 2011) and to those streams in the simulated halos

of Bullock & Johnston (2005). Second, star forming satellites within close to their host

are exceptionally rare. In a sample of close host-satellite pairs in SDSS, Tollerud et al.
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(2011) found only 10% of MW analogues had a satellite within 50 kpc, and of those

only 20% of those are bluer than M33, 1.3% bluer than the LMC. NGC 5387 would be

accreting two of its largest satellites within ∼1 Gyr of each other and both of those

systems are exceptional in their properties. Thus, we find it statistically unlikely that

the blue overdensity is independent of the stellar stream given the statistics, both

observed and simulated, on such events individually.

4.4.5 Discussion of Interpretations

In this Section, we have considered four interpretations of our observational data on

the blue overdensity of NGC 5387: (i) disk star formation (induced or in situ), (ii)

a tidal dwarf analogue system, (iii) a star burst in the stream progenitor, and (iv) a

chance alignment of two unrelated accretion events. Using our observational evidence

and modeling NGC 5387 based on radial trends in the Milky Way, we have found

that both the tidal dwarf and the chance alignment scenarios are highly unlikely.

The remaining two scenarios, merger-induced star formation either in the parent

disk or the stream progenitor, while better fits to our observational data, are physical

situations that have neither been directly observed, nor modelled sufficiently to inform

our interpretation. It remains unclear if the passage of a satellite galaxy through the

outer region of a parent disk could induce star formation of this degree — even though

there are examples of satellites in the Local Group that may have passed through their

parent’s disk in the recent past (Athanassoula & Beaton 2006; Majewski et al. 2003).

To further understand our observations, we require numerical modeling to determine

if either of our two preferred scenarios are feasible. These simulations and a further

exploration of the NGC 5387 system will be presented in a companion paper.
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4.5 Summary

Our deep VATT observations of NGC 5387 show a stellar stream in its halo that

interests the NGC 5387 disk near a blue overdensity. Remarkably, both features were

first discovered in SDSS, showing that streams of a 1:50 mass ratio can be visually

identified in SDSS, even where other search techniques fail (Miskolczi et al. 2011).

The measured properties of NGC 5387, the stellar stream, and the blue overdensity

are given in Tables 4.1 and 4.2.

The stellar stream has a median surface brightness of R ∼24.5 mag arcsec−2 and

a total magnitude, R = 17.5. The stream subtends 360◦ and wraps around the disk

of NGC 5387, with a width of 11′′ (4.2 kpc). Though there are large SB variations,

the stream appears physically smooth overall with no clear overdensities consistent

with the progenitor of the stream. Lower surface brightness wraps of the stream are

ruled out to our surface brightness sensitivity limit of 28.3 mag arcsec−2. The stream

is red in color, (B − V ) ∼0.7, suggestive that it is comprised primarily of old stellar

populations. The total stellar mass in the stream is approximately 6×108 M⊙ and

the stream appears to have formed in ∼240 Myr from a progenitor with a total mass

4×1010 M⊙.

In contrast to the stellar stream, the blue overdensity is blue in color, (B − V ) =

0.28 (for E(B−V ) = 0.03), and FUV bright, implying that it is actively forming stars.

While the blue overdensity can be associated with the NGC 5387 system, we cannot

confidently associate it with the stellar stream. If it is associated with the stream,

however, this is the largest color gradient observed in accretion debris (Mart́ınez-

Delgado et al. 2010) and implies that it is possible for a satellite core to maintain its

gas at least ∼240 Myr into the merging process. Numerical simulations to explore

the relationship between these two features will be presented in a companion paper.
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While the relationship between the overdensity and the stellar stream remains

indeterminate, our classification of the blue overdensity as a star forming region is

clear. The blue overdensity is ∼850 pc in diameter, metal poor (12 + log(O/H)=8.03

±0.28), and has a star formation rate of 1.19 ±0.43 M⊙ yr−1 from L(Hα) or 2.72

±0.20 M⊙ yr−1 from L(FUV ). The stellar mass for the region is 2.5±1.3×107 M⊙

and the age of the stellar population is ∼ 8±1 Myr, though the L(FUV ) implies the

region could have been forming stars for at long as 100 Myr (Lee et al. 2011).

A comparison of the blue overdensity to H II regions in the nearby Universe (Figure

4.6) implies that it is most likely composed of several individual H II regions that we

are unable to distinguish due to the seeing (1′′) and the VATT spatial resolution (0.38′′

per pixel) of current imaging data. Furthermore, the region is producing ionizing

photons comparable to that produced by the entire super star cluster population in

NGC 4449 (scaling to total mass), i.e., a dwarf galaxy forming stars at twice the rate

of the LMC (Reines et al. 2008). Thus, we infer that the star formation mode in this

region is akin to those modes observed in nearby star-burst dwarf irregular galaxies.

Combining all of our observational data, there are four possible interpretations:

(i) the blue overdensity represents star formation induced in the disk by the minor

merger, (ii) the blue overdensity is a dwarf formed during the interaction, (iii) the blue

overdensity is the galaxy remnant of the progenitor of the stream in a burst phase,

and (iv) the blue overdensity is an unrelated object. After careful consideration, we

reject both the tidal dwarf (Section 4.2) and the chance alignment scenarios (Section

4.4). Thus, the blue overdensity most likely represents star formation induced by a

minor merger – either in the disk of the parent or in the progenitor of the stream.

Neither phenomenon has been directly observed previously for an accretion event of

this size. Given the similarities of the blue overdensity to NGC 4449 and the enhanced
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SFR in FUV (sensitive to SF of age ∼100 Myr), the blue overdensity is most likely the

progenitor of the stream caught in a burst phase. Confirmation of this interpretation

via detailed simulations and a full exploration of the implications of the NGC 5387

system will be presented in a companion paper.

Table 4.1. Photometric Properties of the NGC 5387 System

Photometry Property NGC5387 Stellar Blue Overdensity
Total Stream E(B − V )=0.03 E(B − V )=0.35

MFUV -17.06 ± >0.08 (1) . . . -16.39 ± 0.38 (2) . . .
MNUV -17.67 ± >0.08 (1) . . . -16.53 ± 0.25 (2) . . .
MB 14.46 ± 0.04 ∼19 -14.55 ± 0.14 -15.90 ± 0.32
MV 13.67 ± 0.05 ∼18.1 -14.83 ± 0.12 -15.85 ± 0.25
MR 13.10 ± 0.03 17.5 -15.04 ± 0.10 -15.82 ± 0.19

(B − V )o 0.79 0.6-0.9 0.28 ± 0.04 -0.04 ± 0.08
(B − R)o 1.36 1.2-1.7 0.50 ± 0.05 -0.08 ± 0.11

M∗ 3.13+1.21
−0.87

×1010 M⊙ 6 +2.4
−1.7

× 108 M⊙ . . . . . .

Mtot 1.1×1011 M⊙ 4×1010 M⊙ . . . . . .
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Table 4.2. Spectroscopic Properties of the NGC 5387 System

Property NGC5387 Blue Overdensity
Total E(B − V )=0.03 E(B − V )=0.35

vlos 5226 km ± 3 km s−1 5331 ± 2 kms−1 5331 ± 2 km s−1

M∗ 3×1010 M⊙ (1) 2×107 M⊙

12 + log(O/H) 9.05 (2) 8.04 ± 0.28 8.03 ± 0.28
Age . . . 8 ± 1 Myr 8 ± 1 Myr

L(Hα) . . . 9.97 ±1.73 ×1040 ergs s−1 2.24 ±1.73 ×1041 ergs s−1

SFR L(Hα) 0.22 M⊙ yr−1 (3) 0.53 ±0.19 M⊙ yr−1 1.19 ±0.43 M⊙ yr−1

L(FUV) . . . 3.0 ±0.24 ×1026 ergs s−1 (4) 1.95 ±0.14 ×1028 ergs s−1

SFR L(FUV) . . . 0.04 ±0.0034 M⊙ yr−1 2.72 ±0.20 M⊙ yr−1

NLyC . . . 7.83 ±1.88 ×1052 photons 1.35 ±0.32 ×1053 photons

Table 4.3. Spectral Line Fluxes for the NGC 5387 Blue Overdensity

Spectral Flux Error Flux Error

Feature ×10−15 (erg s−1 cm−2) λ−1 ×10−15 (erg s−1 cm−2 λ−1)
E(B − V )=0.03 E(B − V )=0.35

[OII]
λ3727Å+λ3729Å

103.34 7.75 465.83 34.28

Hβ (λ4861Å) 31.89 4.41 103.84 14.38
[OIII]

λ4959Å
22.13 5.00 69.82 15.65

[OIII]
λ5007Å

54.31 5.45 169.14 16.80

Hα (λ6563Å) 132.51 30.52 298.46 68.70
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Chapter 5

Cannibalization and Rebirth in the

NGC5387 System.

II. Modelling and Implications
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5.1 Chapter Summary

NGC 5387 is an edge-on spiral galaxy with a stellar stream that, in projection, inter-

sects its disk at a region, that is actively forming stars at a rate of 2 M⊙ yr−1. As

presented in Beaton et al. (2014), there are two likely potential origins of the star

forming region, (i) star formation in the NGC 5387 disk induced by the passage of the

stream progenitor through the disk, and (ii) star formation in the stream progenitor

induced by the interaction. Neither of these scenarios have been directly observed in

a merger of this mass ratio. We explore the viability of these scenarios via numeri-

cal simulations to conclude that the region is most likely the remnant of the stream

progenitor, which implies that we have caught this event at a unique phase. We ob-

tain a better understanding of this conclusion via comparison to nearby star-forming

galaxies in the Local Volume Legacy Survey (LVLS) and to Milky Way-LMC ana-

logues in the Sloan Digital Sky Survey footprint. Lastly, we apply galaxy morphology

metrics to the images of NGC 5387 to understand how this galaxy would be classified

in a “blind” morphology survey, and find the FUV morphology is consistent with a

merger of a significantly larger mass ratio.

5.2 Introduction

In the Λ-CDM paradigm, large galaxies like the Milky Way are formed via the the

hierarchical merging of numerous less-massive galaxies. This prediction is broadly

confirmed by observations of satellite galaxies and stellar debris in the haloes of the

Milky Way (MW) and Andromeda (M 31) in the Local Group, as well as in more

distant galaxies (e.g., Mart́ınez-Delgado et al. 2010; Miskolczi et al. 2011). There are

two pressing discrepancies between the predictions of Λ-CDM and detailed compar-
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isons to the satellite galaxies in the Local Group: (i) the missing satellites problem

— the overall deficit of observed satellite galaxies of all masses as compared to simu-

lations (e.g., Moore et al. 1999), and (ii) the too big to fail problem — that the most

massive satellites have mass densities inconsistent with their counterparts in simu-

lations (Boylan-Kolchin et al. 2010, 2012). The solutions to both problems require

detailed observations probing the evolution of the baryonic components of satellite

galaxies to properly insert the “astro-physics” of galaxy formation into the physics of

the Λ-CDM paradigm. Regarding the “missing satellites”, tests on the stellar content

of surviving dwarf galaxies, most notably their star formation histories and chemical

enrichment patterns, may provide insight into how reionization and SN feedback im-

pact small galaxies with shallow potential wells (Alvarez et al. 2009). For “too big to

fail,” the structure of satellite galaxies must be probed to large radii and low surface

brightnesses to diagnose how gravitational harassment influences the re-ordering of

mass within them (Zolotov et al. 2012). Thus, detailed observational efforts probing

the evolution of the baryonic components of satellite galaxies are necessary to resolve

this problem.

Here we present an investigation of one such merger that probes the evolution

of the baryons within the dwarf satellite, that of NGC 5387, its stellar stream and a

star-forming blue overdensity as discovered in Beaton et al. (2014, Paper I, hereafter).

To motivate the aims of this work, we first summarize the observations of NGC 5387

from Paper I in the following section.

5.2.1 Summary of Observational Data in Paper I

In Paper I, the NGC 5387 system was found to contain a low surface brightness

stellar stream (mean(µR) = 25.4 mag arcsec−2) and a blue overdensity (B − V =
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(a)

Fig. 5.1.— The NGC 5387 system. (a) VATT R image of NGC 5387 that shows
the low sufrace brightness stellar stream. (b) GALEX FUV image of NGC 5387
that shows the very bright star forming region in the disk, which is coincident (in
projection) with the intersection of the stream and the disk.
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Fig. 5.1.— cont. The NGC 5387 system. (b) GALEX FUV image of NGC 5387
that shows the very bright star forming region in the disk, which is coincident (in
projection) with the intersection of the stream and the disk.
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0.28 ±0.04), The system has three relevant components visible in Figure 5.1a: (i) the

galaxy NGC 5387, (ii) the stellar stream, and (iii) the blue overdensity. Figure 5.1b

is the far ultraviolet (FUV) GALEX image of the same area as Figure 5.1a, which

emphasizes the blue overdensity. Here we summarize the physical properties for each

of these components as determined from the observational data presented in Paper I.

NGC5387: NGC 5387 is an edge-on (i = 80◦) Sbc galaxy with total mass

1.08×1011 M⊙ and a maximum rotation velocity Vmax = 169.3 km s−1 (Springob

et al. 2005). As compared to the ∼78000 member spiral galaxy sample in the Sloan

Digital Sky Survey footprint (SDSS: Blanton et al. 2005; Blanton & Moustakas 2009),

NGC 5387 is overall “average” in its global properties, including its star formation

rate (SFR), total metallicity, and neutral gas fraction. Given its total mass and overall

morphology, NGC 5387 can, for general purposes, be considered an analogue to the

Milky Way.

The Stellar Stream: In projection, the stellar stream is of “great cir-

cle” type morphology (Johnston et al. 2008) and appears to subtend ≥ 360◦ around

NGC 5387 to the surface brightness limit of the optical imaging (Paper I). The cir-

cular radius of the stream is approximately 11.7 kpc, though we note that the three

dimensional orientation of the stream is challenging to constrain. The stream has

a B − V color ranging from 0.6 to 0.9, implying it is composed primarily of older

stellar populations. The morphology of the stream places direct constraints on both

the formation timescale of the stream and the total mass of the stream progenitor

(Johnston et al. 2001). Following the analytical relationships of Johnston et al. (2001)

the formation timescale is ∼ 240 Myr and the total mass of the progenitor satellite

as ∼4× 1010 M⊙. Thus, the progenitor of the stream can be considered intermediate

in mass between the Large and Small Magellanic Clouds (LMC and SMC, hereafter)
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and to have begun disrupting relatively recently.

The Blue Over Density: The blue overdensity is located at the intersection

of the stellar stream and the NGC 5387 disk at a galacto-centric radius of ∼8.7 kpc

(or 9.1 kpc projected onto the disk plane). The region is elliptical in shape and has

a major axis length of approximately 850 pc (2.2′′). We note that position of the

region, e.g., superimposed on the disk of NGC 5387, makes these shape parameters

challenging to constrain. The region is very blue compared both to the mean colors of

the NGC 5387 disk and those of the stellar stream. The region contributes 38% of the

total integrated FUV flux of NGC 5387 (see Figure 5.1b). From optical spectroscopy,

the blue overdensity has SFR(Hα) = 1.2 M⊙ year−1 and SFR(FUV) = 2.4 M⊙ year−1,

though the SFR prescriptions may not be appropriate for the “bursty” star formation

histories typically observed for dwarf galaxies (e.g., Johnson et al. 2013). Compared

to H II regions in the Local Volume, the blue overdensity is both physically larger

and more luminous, which suggests that it is likely composed of several unresolved

sub-components, instead of one large region. From comparison of properties derived

from its optical spectrum to models produced by Starburst99 (Leitherer et al. 1999,

SB99), the youngest stellar population has a mean age of 8 Myr and the region has a

total mass of 2× 107 M⊙. The region has a gas phase metallicity similar to that of the

SMC (12 + log(O/H)=8.04). Thus, the blue overdensity has overall star formation

properties akin to entire dwarf starburst galaxies, but is more compact and of a lower

total mass.

Four interpretations were posited in Paper I to explain the blue overdensity, two of

which were immediately ruled out: (i) that the stream and blue overdensity are inde-

pendent merger events, and (ii) that the blue overdensity was formed from a collision

between the stream and a high velocity cloud. The two most likely interpretations
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of the blue overdensity are (i) that it is a region of enhanced star formation in the

outer disk of NGC 5387 induced by the minor accretion event, or (ii) that it is the

progenitor of the stellar stream undergoing a period of enhanced star formation as a

result of its interaction with NGC 5387. The latter interpretation is more consistent

with the kinematical and chemical data for the region, but the former can not be

conclusively ruled out without additional observations.

The goal of this work is to explore the viability of either of the two preferred

scenarios of Paper I with numerical simulations. Explorations of other scenarios are

beyond the scope of the work presented here. These simulations are described in

Section 5.3 and the best matching model is described in detail in Section 5.4. We

explore the conclusions of the simulations by comparing the properties of NGC 5387

to those of galaxies in the Local Volume Legacy Survey (LVLS) in Section 5.5.2 and

to MW-LMC analogues in Section 5.5.3. Global morphological classification metrics

are applied to the optical and UV imaging for NGC 5387 and compared to large

morphological studies in Section 5.5.4. The work is discussed and summarized in

Section 5.6.

5.3 Simulations of the NGC5387 System

To understand the NGC5387 system and distinguish between competing observational

hypotheses, we use a set of numerical simulations described in Section 5.3.1. In

assessing these simulations, we not only ask whether each of the scenarios can be

qualitatively recreated, we also ask how well either scenario can match the detailed

observational data of the NGC 5387 system. From this process, we come to the best

interpretation given the current observational data and propose observational tests

that can be used to create more detailed models in Section 5.4.
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In this section, we first summarize the specific observational criteria any simula-

tions must reproduce to recreate the NGC 5387 system:

1. The interaction of a single dwarf satellite must be able to produce the stream and

blue overdensity approximately 240 Myr into the interaction. The dwarf satellite

must have properties similar to those estimated for the stream progenitor from

the stream morphology.

2. The overall morphology of the stream must be reproduced. More specifically,

the stream must subtend at least 360◦ and have the general appearance of the

stream given in Figure 5.1. From the color of the stream, it must also be

composed of intermediate to old stellar populations, akin to those in the halos

of dwarf galaxies.

3. The stream must intersect the disk, in projection, at a region of recent star

formation, albeit the star formation can physically be within the gas disk of the

parent or the satellite. This region must be offset in its line-of-sight velocity

from both the systemic velocity of NGC 5387 and that anticipated at ∼9 kpc

from a simple rotation curve applied to NGC 5387 (see discussion in Paper I

for details). The observed velocity offset between the blue overdensity and the

systemic velocity of NGC 5387 is δvlos = −104 km s−1.

4. The blue overdensity must be forming stars at a rate that is enhanced compared

to the underlying stellar disk and contain relatively young stars, < 10 Myr old

compared to those both in the stream and in the underlying stellar disk.
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(a.)

Fig. 5.2.— The initial rotation curve is plotted for the model versions of (a.)
NGC5387 and (b.) its satellite. The different lines indicate the contribution from
the dark matter halo (green, dashed) and the disk (red, dotted). The solid black line
indicates the total rotation curve for either system. The satellite galaxy is placed on
an eccentric orbit (e=0.7) about NGC5387, with a pericenter distance of 3 kpc and
the apocenter at 15 kpc.
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(b.)

Fig. 5.2.— cont. (b.) The initial rotation curve is plotted for the model versions of
the NGC5387 satellite. The different lines indicate the contribution from the dark
matter halo (green, dashed) and the disk (red, dotted). The solid black line indicates
the total rotation curve for either system. The satellite galaxy is placed on an eccentric
orbit (e=0.7) about NGC5387, with a pericenter distance of 3 kpc and the apocenter
at 15 kpc.
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5.3.1 Numerical Methods

Our numerical simulations were performed with GADGET3, a parallel TreePM code

based on smoothed-particle hydrodynamics (SPH) technique. A detailed description

of the code is available in the literature (Springel 2005). Here, we note the essential

features relevant to the questions posed here.

Star formation is implemented with the effective two-phase model of Springel &

Hernquist (2003). We adopt the same initial parameters as used in that paper, more

specifically a threshold gas number density for star formation of Nh = 0.13 cm−3. The

star formation time-scale is assumed to scale with mass density as tsf ∼ ρ−0.5, which

is functionally normalized to 2.1 Gyr at the threshold density (ρh). This formulation

matches the empirical relation between the gas surface density and star formation

rate for nearby galaxies (Kennicutt 1998b). The energy associated with supernovae

heats the multi-phase medium and thereby regulates star formation, but in the model

implementation used here this feedback is not sufficiently strong to drive significant

gas outflows.

We note that the adopted star formation prescription may be too simplistic for a

highly detailed study (Hopkins 2013). However, the two purposes of these simulations

are (i) to determine if the passage of a satellite galaxy through the stellar and gas disk

of a larger galaxy can create enhanced star formation and (ii) to identify where that

star formation would occur within in the galaxy-satellite system. Thus, concerns over

the specific star formation prescription are not likely to influence qualitative compar-

isons between the observational data and the simulations. A detailed quantitative

assessment would require not only adaptations of the simulation methodology, but

would also require a more detailed observational portrait and, taking into account

the available data on the system, is beyond the scope of this work. Given the con-
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cerns expressed in Hopkins (2013), we consider how our adopted prescriptions could

influence our results in Section 5.4.

In addition to the concerns over the star formation prescription of Springel &

Hernquist (2003), the reliability of SPH for cosmological simulations has been chal-

lenged by Agertz et al. (2007), Junk et al. (2010), Read et al. (2010), Vogelsberger

et al. (2012) and Sijacki et al. (2012). However, comparisons between SPH and calcu-

lations done with the moving mesh code Arepo show good agreement for applications

involving individual galaxy collisions, at least when the sub-resolution model men-

tioned above is used to represent star-forming gas (Hayward et al. 2014) — which is

the situation described here.

5.3.2 Setting the Initial Conditions

The system in our models consists of a parent galaxy with properties similar to

NGC5387 and a companion satellite on an orbit that takes it through the disk of the

parent. Both the parent and the satellite galaxies consist of a dark matter halo and a

rotationally supported disk of stars and gas. The parameters describing each galactic

structure are independent of the other components. Models are constructed in a

manner similar to the approach described by Hernquist (1993) and Springel (2000).

The initial conditions for the construction of the galaxies used in our numerical models

are summarized in Table 1. Here, we summarize the relevant setup for our simulations.

We model the dark matter mass distribution of each galaxy with a Hernquist

(1993) model, with cumulative mass distribution,

M(< r) =
MDMr

2

(r + a)2
. (5.1)

In this equation, a is the radial scale length related to the scale radius, rS, of the cor-
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Fig. 5.3.— Snapshot of the best match simulation to the observational data of
NGC 5387 occurring 590 Myr into the interaction. The satellite galaxy encounter-
ing the larger system at the second passage though the disk. As described in the
text, a brief episode of enhanced star formation occurs in the inner parts of the satel-
lite galaxy and in the parent disk along the spiral arms. Only stars are displayed in
the images and their colors are scaled to the stellar surface density. Stars that were
formed recently are over-plotted as white particles.
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responding NFW halo (rS = R200/C; Navarro et al. (1996b) as described in Springel

(2005)):

a = rS

√

2

(

ln(1 + C) − C

1 + C

)

, (5.2)

where C is the concentration parameter. The adopted values for C and a are given

in Table 1.

The model for the parent galaxy has a total mass of 4× 1011h−1 M⊙ with a peak

velocity of vpeak = 160 km s−1, similar to that observed for NGC 5387 (Springob

et al. 2005). The satellite galaxy has vpeak = 85 km s−1 and a total mass of ∼

5 × 1010h−1 M⊙, making it intermediate between the Large and Small Magellanic

Clouds in its overall properties, which is consistent with the observed properties of

the stream progenitor. The mass ratio between the parent and the satellite galaxy is

approximately is 1:10 and the ratio of the peak velocities is 1:2.

The parent and satellite galaxy are modeled by a gaseous disk with a scale length

two times larger than that of the stellar component. Our adopted scale length is 2 kpc

for the stellar disk and its scale height (zo) is taken as 10% of the disk scale length,

and the modeled scale height of the parent stellar disk is initially zo = 0.2 kpc. The

scale height for the gaseous disk is determined by self-gravity and the pressurization

of the ISM, as prescribed by the effective equation of state (Springel & Hernquist

2003).

The number of particles of each simulated component (gas, stars, or dark matter)

are chosen such that the mass resolution per particle of a given type is roughly the

same for both galaxies. The satellite galaxy is placed on an eccentric orbit (ǫ = 0.7)

about the parent, with a pericenter distance of Rperi = 3 kpc and the apocenter at

Rapo = 15 kpc, which were selected based upon the measured physical parameters of

the stream.
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5.4 Simulation Results

Preliminary evaluation of the simulations is motivated focused on reproducing the

following morphological observations: (i) a stream of old stars around NGC5387

and (ii) the enhanced star formation in its intersection with the galaxy disk. The

remaining observables are only evaluated for those models meeting the morphological

criteria. Figure 5.3 is a snapshot of our “best” model of the NGC 5387 system caught

at t ∼590 Myr, a timescale for the interaction that is within the uncertainty of the

estimate presented in Paper I. There are notable consistencies between the model and

the available observational data previously summarized — there is a stellar stream

with Rapo ∼ 10 kpc, region of enhanced star formation at the intersection of the parent

disk and the stream. The star formation in Figure 5.3 occurs within the progenitor of

the stream debris. More specifically, the satellite galaxy is undergoing a brief episode

of enhanced star formation in its inner regions at the second passage though the disk

of the parent system. Young stars formed during the interaction are over-plotted in

white in Figure 5.3.

In the following sections, we address each of the major observations of the NGC 5387

system and the ability of the preferred model to reproduce the the observational data.

Where there is some ambiguity, we discuss limitations in both the observations and

the simulations that have the potential to alter the interpretation. Then, we describe

the evolution of our model until the satellite galaxy is no longer identifiable, which

associates the NGC 5387 merger with other “late-stage” (>several Gyr) mergers in

the Local Group. Lastly, we summarize the conclusions that can be drawn from the

results of the simulation.
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5.4.1 Stream Morphology

The stellar stream is the natural outcome of the tidal interaction between the satellite

galaxy and NGC 5387. The stellar stream shown in Figure 5.3 is qualitatively in good

agreement with the observational data, although the match is not perfect. The model

stellar stream does not contain a significant young stellar population, consistent with

the actual colors of the stream from surface photometry. Slightly different choices

of orbital parameters do not dramatically change the overall physical picture of the

stream. Thus, we conclude the model is able to reproduce qualitatively the observed

characteristics of the stellar stream in NGC 5387.

5.4.2 Line of Sight Velocity

The dynamics of best fit model (Figure 2) can be compared to the observational

line-of-sight velocity for the blue overdensity. First, the simulated galaxy is oriented

identical to the plane-of-sky position angle and the inclination angle of NGC 5387.

We simulate the spectroscopic observations by measuring the distribution model par-

ticles as projected onto a line-of-sight that matches both the observed orientation of

the stellar stream. From the relatively small AV of the star forming region measured

from optical spectroscopy (AV ∼ 1), it is most likely that the star formation region is

located on the near side of the NGC 5387 disk and we place the (star forming) progen-

itor on the near side of the simulated disk. This procedure simulates the placement

of a slit over the blue overdensity as was done for the spectroscopic observations (see

description in Paper I).

Figure 5.4 displays the the mean line of sight velocity for all particles in the

model star forming region is δvlos = -104 km s−1. The overall velocity dispersion

of the particles (Figure 5.4) is consistent with a progenitor satellite galaxy with an
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Fig. 5.4.— Marginal distribution of the particle velocities within the simulated star
forming region relative to the parent galaxy. The simulated parent galaxy is placed at
the position angle of NGC 5387 and rotated such that the stream orientation agrees
with that observed around NGC 5387. The three dimensional velocities for particles
within the stream are then projected along this line-of-sight to build the marginal
distribution. This distribution is made for the simulation given in Figure 5.3 at the
time where the satellite makes its the second passage about its parent. This mean
velocity shows broad agreement with the observed velocity of the HII region relative
to NGC 5387, vlos = −104 km s−1.
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initial mass given in Table 1, which has undergone to mass loss both from tides and

heating of stars due to disk shocking during its interaction (D’Onghia et al. 2010a).

We repeated the same simulation with the initial disk of the satellite galaxy oriented

differently with respect the parent disk galaxy and measured a similar value for vlos.

Thus, our best match model is able to reproduce the observed kinematical data.

5.4.3 Disk Star Formation?

The model that best reproduces the observational data for the NGC 5387 system

supports the interpretation that the blue overdensity is the progenitor of the stream

undergoing a brief star formation enhancement as a result of its interaction. It is

important, however, to discuss briefly our attempts to produce the alternate inter-

pretation, albeit that model is not explicitly shown here.

In all of our attempts to recreate the blue overdensity in the stellar disk, the disk

star formation is never concentrated into a ∼1 kpc region, but rather is spread along

the spiral arms within the disk. Moreover, the intensity of the star formation that we

are able to induce in the disk is never of the intensity observed for the blue overdensity.

These two differences, the intensity of the star formation and the area is subtends,

are sufficient to conclude that we are unable to reproduce the blue overdensity as star

formation in the disk in our simulations. It is, however, interesting to note that in

our preferred model (Figure 5.3), the disk galaxy too has some recent star formation

out to several kpc.

There are a few limitations in our methods that can explain the difficulty to

produce a suitable star forming region in the disk. First, the limited spatial resolution

of the simulations in the satellite galaxy limits our ability to properly describe the

gas cooling within a few parsecs. Second, stellar feedback in the form of galactic
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winds is not employed in our simulations and a different star formation description

could be more appropriate and reduce the discrepancies noted here. Lastly, the

true three-dimensional orientation of the structures in NGC 5387 is unknown. It is

possible that the edge-on orientation of the NGC 5387 disk (i=80◦), could produce an

apparent alignment of the spatially distinct star formation regions produced in our

disk star formation scenario. If this is the case, then high spatial resolution imaging

at high contrast of the NGC 5387 disk would have the potential to resolve the 2.2′′

blue overdensity into its component HII regions. Given the prediction of the disk

star formation model, if sub-components within the overdensity are detected, then

their spatial distribution, compact or distributed, would help to distinguish the two

scenarios.

5.4.4 Starburst in the Satellite Remnant?

Starbursts observed in L∗ galaxies are typically found in their innermost regions (e.g.,

within ∼1 kpc of galactocentric radius), with typical physical extents of order one

tenth the size of the host galaxy. Despite the small physical size, they are converting

gas into massive stars at a rate that exceeds that found throughout the rest of the

host galaxy by a factor of ∼10. In normal star-forming galaxies like our own Milky

Way, the star-formation rate is a ∼1 M⊙ year−1 averaged across the Galactic disk.

Thus, for an L∗ galaxy, the star-formation rate would be 10 M⊙ year1 in a region with

a radius of 0.5 kpc. This definition for relatively large galaxies is often challenging to

scale to galaxies of different masses and especially to different Hubble types. A more

objective criterion is to use the specific star formation rate (sSFR, hereafter), which

is a logarithmic ratio of the star formation rate compared to the total stellar mass of

the galaxy, with a ∆(sSFR) > 1 for objects of comparable mass, corresponding to a
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star burst. Thus, for a dwarf galaxy of approximate LMC mass, a star burst would

be SFR > 0.5 M⊙ year−1.

We measured the intensity of the burst of the satellite galaxy in the simulation as

the total mass of stars formed in the star forming event relative to the length of the

event and the approximate area in which the stars were formed. In our best-match

simulation (e.g., that of Figure 5.3), the total mass of new stars is 106 M⊙ within a

0.5 kpc region with a duration of approximately 20 Myrs. This corresponds to an

average SFR of 0.5 M⊙ year−1 over the duration of the star forming event, which is a

factor of 2-4 lower than that observed in the NGC 5387 overdensity. The limitations

in our simulation methods discussed with respect to disk star formation undoubtedly

add uncertainty in our comparison.

Moreover, in addition to the star formation at the current epoch, our simulations

show enhanced star formation in the satellite galaxy after each of its disk passages, as

is shown by the white points the panels of Figure 5.5. Thus, perhaps a more pressing

question is if our simulation adequately reproduces the ability of a dwarf galaxy to

retain its gas after impacting the disk of its parent. In this case, the distribution of

the HI gas in the system — and the associated kinematics — would provide great

insight to resolve this concern.

5.4.5 Evolution of the System

Finally, we describe the overall evolution of the stream progenitor over its interaction

with NGC 5387. Figure 5.5 presents several discrete time steps from the first in-fall of

the galaxy in panel a, which is set to be t = 0 Myr. to when it is completely disrupted

in the model in Figure 5.5g (t = 1950 Myr). The tidal tail becomes visible in Figure

5.5b, and is produced by the fact that stars rotating in the progenitor disk of the
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satellite – in interaction with a system 10 times more massive – strongly resonate and

are pulled into elongated shapes by the gravitational field of the larger galaxy(Toomre

& Toomre 1972; D’Onghia et al. 2009, 2010b). Given the mass ratio between satellite

and parent galaxy of 1:10 and the highly eccentric orbit makes the smaller system to

merge into the larger galaxy after just three passages, approximately after 2 Gyrs from

the beginning of the simulation. The best match to the morphology of the stream,

occurs at approximately t =590 Myr Figure 5.3 or, slightly later in Figure 5.5c, in

reasonable agreement with the analytical timescale estimated from the morphology

of the stellar debris (Paper I).

The progenitor system is last identifiable in Figure 5.5d (t =975 Myr). In the last

stages, Figures 5.5e, Figure 5.5f, and Figure 5.5g, the satellite becomes indistinguish-

able from the larger system and some of the material has been thrown far away from

the identifiable extent of the satellite remnant. The stellar debris form several arcs

and shells of stars extending to Rproj ∼30 kpc into the simulated galaxy. The debris

have a “hot” or “warm” velocity dispersion similar to that observed in the “spheroid”

or “halo” of nearby disk galaxies.

As noted previously, enhanced star formation occurs after each passage of the

satellite galaxy through the disk of NGC 5387, and only ceases at ∼1 Gyr (Figure 5.5d)

and several passages through the disk. Thus, there are several times in the simulation

that qualitatively agree with the enhanced star formation, but the best morphology

to the observed stellar stream occurs just after the second passage. Observations to

a deeper limiting surface brightness may reveal additional debris features that could

better match to a later passage.

While there are multiple enhancements of the star formation, each is sustained for

a relatively brief period of time (10’s Myr) compared to the time between passages
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(∼ 100 Myr) and its total survival time in its parent halo (∼ 1 Gyr). For the current

burst, this timescale is approximately 20 Myr in the model (with the numerical caveats

mentioned previously). Thus, the satellite would only be observable in a burst phase

for ∼10% of the time it is identifiable within the parent halo. Moreover, its “quenching

timescale” is approximately 1 Gyr.

5.4.6 Summary

The simulations were able to reproduce the overall morphology of the NGC 5387

system, confirming that all of the aspects of the NGC 5387 system can be reproduced

with the interaction of a single disky dwarf satellite. The best-match simulation has

remarkable similarities to the observational data, considering both observational bias,

observational errors, and the potential impacts from assumptions made in the initial

conditions of the simulation. The simulations were not able to produce a spatially

compact, star forming region within the disk of the simulated NGC 5387, but were

able to produce star formation within the satellite itself in qualitative agreement with

the observations of the blue overdensity.

From the simulations, we draw several conclusions: (i) the specific features of

the NGC 5387 system can be formed via the interaction of a single satellite galaxy

intermediate in mass between the SMC and the LMC, (ii) the blue overdensity is

most likely the remnant of the progenitor of the stream undergoing a burst of star

formation, (iii) the satellite merger in NGC 5387 has been “caught” at a unique phase

of its merging, a time when it is forming stars (∼ 10% of its merger).
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(a.)

Fig. 5.5.— Time evolution of the satellite interacting with the parent from its first
infall until its destruction. Only stars are displayed. The color bar is stretched to
track the logarithm of surface density expressed in units of 1010 M⊙ kpc−2.
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(b.)

Fig. 5.5.— cont. Time evolution of the satellite interacting with the parent from its
first infall until its destruction. Only stars are displayed. The color bar is stretched
to track the logarithm of surface density expressed in units of 1010 M⊙ kpc−2.
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(c.)

Fig. 5.5.— cont. Time evolution of the satellite interacting with the parent from its
first infall until its destruction. Only stars are displayed. The color bar is stretched
to track the logarithm of surface density expressed in units of 1010 M⊙ kpc−2.
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(d.)

Fig. 5.5.— cont. Time evolution of the satellite interacting with the parent from its
first infall until its destruction. Only stars are displayed. The color bar is stretched
to track the logarithm of surface density expressed in units of 1010 M⊙ kpc−2.
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(e.)

Fig. 5.5.— cont. Time evolution of the satellite interacting with the parent from its
first infall until its destruction. Only stars are displayed. The color bar is stretched
to track the logarithm of surface density expressed in units of 1010 M⊙ kpc−2.
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(f.)

Fig. 5.5.— cont. Time evolution of the satellite interacting with the parent from its
first infall until its destruction. Only stars are displayed. The color bar is stretched
to track the logarithm of surface density expressed in units of 1010 M⊙ kpc−2.
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5.5 Comparison to Literature Observations

The simulations undertaken in Section 5.3 and described in Section 5.4 broadly sup-

port the conclusion of Paper I that the blue overdensity is the remnant of the progeni-

tor of the stellar stream. In addition, the simulations were able to draw additional in-

ferences about the satellite merger. It is the goal of the sections to follow to determine

if these inferences are valid in comparison to existing observational datasets. In the

following discussions and figures, we will refer to the blue overdensity as NGC 5387 A

for simplicity.

As summarized in Paper I, the color gradient between the progenitor and the

stream is unique among current samples of stellar streams in this mass and surface

brightness regime (Mart́ınez-Delgado et al. 2010; Miskolczi et al. 2011). Furthermore,

while new gas-rich dwarfs have been discovered in the vicinity of the Local Group that

are currently forming stars (e.g., Leo P, Giovanelli et al. 2013), none have stellar debris

that confirm cannibalization by their parent as the impetus for the star formation.

While HI debris may be present, those can be a result of dwarf-dwarf interactions, as

in IC 10 (Nidever et al. 2013a), or from fly-by encounters, as is posited for some Local

Group transitional type galaxies (Teyssier et al. 2012). It could be argued, however,

that relatively few systems have been imaged to the surface brightness limit necessary

to detect such stellar debris (e.g., > 27 mag arcsec−2; Mart́ınez-Delgado et al. 2010;

Miskolczi et al. 2011).

In Section 5.5.1, we compare the specific details of the simulation results to well

studied Local Group disrupting satellites. In Section 5.5.2, we ask if the mean prop-

erties of NGC 5387 A are consistent with being the remnant of a dwarf galaxy by

comparison of its properties to the Local Volume Legacy Survey (LVLS) of star form-

ing galaxies within 11 Mpc (Kennicutt et al. 2008; Lee et al. 2011). We further
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identify aspects of the NGC 5387 A that are unique in comparison to the LVLS. In

Section 5.5.3, we ask whether the properties of the NGC 5387 A merger are consistent

with being caught at a rare point in the evolution of a merging system by comparison

to the sample of MW-LMC analogue close pair systems in the SDSS volume from

Tollerud et al. (2011). Again, we identify additional aspects of the NGC 5387 merger

that are unique in comparison to this sample. Combined with the comparison to

LVLS, these criteria serve as a means to seek out analogues to NGC 5387. Third in

5.5.4, we ask if there is a more efficient means to identity systems such as NGC 5387

by applying the Conselice (2003) morphological classification metrics to the images of

NGC 5837. We compare its parameterization to empirical distributions to determine

both the Hubble type and the evolutionary state (e.g., normal, merger, starburst).

We infer from these comparisons how systems similar to NGC 5387 are interpreted at

much larger distances.

5.5.1 Comparison to Local Group Satellite Mergers

Young Stars in Sgr

Siegel et al. (2007) derived the star formation history (SFH) for the core of the Sagit-

tarius dwarf Spheroidal (dSph) using deep precision photometry from the Advanced

Camera for Surveys (ACS) on the Hubble Space Telescope (HST). This work discov-

ered the presence of blue loop stars, clear evidence for a young stellar population in

the core of Sgr. The CMD signature for this population was weak within the rela-

tively small footprint of the ACS (∼ 1% of the king core area; Majewski et al. 2003),

and was difficult to trace amongst the other older stellar populations. The age of the

population was difficult to constrain better than between 100 and 800 Myr. State

of the art modelling suggests that Sgr dwarf has come within 15 kpc of the Galactic
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center three times in its 8 Gyr interaction (Law & Majewski 2010), implying that it

has passed through the HI disk of the Galaxy if not the stellar disk itself (Carraro

et al. 2014). Furthermore, the Siegel et al. (2007) SFH also shows evidence for ear-

lier, discrete star forming events throughout the 8 Gyr interaction history (Law &

Majewski 2010).

From the example of Sgr, there is at least one observational example of a satellite

experiencing disk passages and retaining a gas reservoir sufficient to fuel later star

forming episodes. Thus, while there are assumptions in the simulations that may im-

pact our quantitative comparison to the observational data, there is indirect support

for the qualitative portrait from the simulations.

Disk Galaxy Debris

Toward the end of the merger, the stellar debris form arcs and shells of stars that

morphologically resemble those of the Great Southern Stream in M 31 (Ibata et al.

2001; Ferguson et al. 2002). Deep ACS CMDs indicate that the stream and the

spheroid of M31 are similar in their overall stellar content, albeit the stream is, on

average, ∼ 1 Gyr younger than the spheroid (Brown et al. 2006a,b). This similarity

implies that the two structures, if not actually related, may have similar origins.

Unlike the SFH for Sgr, however, the Brown et al. (2006a) data were not constrained

to trace the evolution of a singular component, and thereby do not elucidate the

overall evolution of the GSS progenitor akin to that summarized for Sgr or explored

here for NGC 5387.

Simulations attempting to reconstruct both the stellar density and morphology

of stream debris and their kinematical signatures, predict the progenitor of the GSS

would need to be a relatively massive satellite with rotational support (Fardal et al.
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2008, 2012). The rotation of the progenitor is necessary to produce the numerous arcs,

shells, and shelves observed across the inner halo of M 31. Indeed, detailed kinematic

studies of the M 31 inner halo find kinematically cold debris, overall consistent with

the GSS in many of pencil beam probes of the inner halo (Gilbert et al. 2012).

In Fardal et al. (2012), the GSS signatures were traced through the extensive

inner debris field of the M 31 stellar halo, demonstrating how a single satellite merger

can, effectively, dominate the inner halo. By comparison to the evolution of the

NGC 5387 merger (Figure 5.5), this would also be the case in the final stages of

NGC 5387. Interestingly, the merger timescale for the GSS ∼ 1 Gyr is similar to

what is estimated for the full destruction of the NGC 5387 stream progenitor. While

the age data are not currently available on a large scale for the GSS, the qualitative

portrait from our simulations is similar. Moreover, a search for young star in the GSS

debris may be motivated.

5.5.2 NGC5387 Compared to Local Star Forming Galaxies

The Local Volume Legacy Survey (LVLS) is a pan-chromatic portrait of star-forming

galaxies within 11 Mpc (Kennicutt et al. 2008). By combining deep ground-based Hα

(Kennicutt et al. 2008) imaging with space based Spitzer and GALEX imaging (Lee

et al. 2009, 2011), the survey has provided deep insight, not only into the differences

between these star formation tracers, but also how the techniques are complementary

metrics to understand the recent star formation history (i.e., few 100 Myr, Lee

et al. 2009, 2011). In addition to these primary data associated with the LVLS, the

sample of galaxies has also been probed for its gas-phase metallicities (Berg et al.

2012) and has corresponding broad band optical imaging. The survey is volume

limited to 11 Mpc and thereby over-samples dwarf galaxies compared to larger, Milky-
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Fig. 5.6.— Comparison of the properties of NGC 5387 A (red star; Paper 1) to the
sample of galaxies in the Local Volume Legacy Survey (LVLS, small grey circles
Kennicutt et al. 2008; Berg et al. 2012) and to the LMC (large green circle), SMC
(large orange square) and to NGC 4449 (large blue triangle). The top panels compare
the nebular oxygen abundance (12+log(O/H)) to (a) the total B magnitude (MB)
and (b) the B− V color. The bottom panels compare the star formation rate (SFR)
from L(Hα) to (c) the total B magnitude (MB) and (d) the B−V color. Trend lines
(dashed) and 1σ ranges (dotted) are given for each panel.
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Way analogue type galaxies. Given the pan-chromatic data currently available for

NGC 5387 and NGC 5387 A (Paper I, summarized in Section 5.2.1), the LVLS is an

ideal sample to compare our data for NGC 5387.

The mass-metallicity relationship for dwarf galaxies has been shown to be remark-

ably robust for spectroscopically determined stellar abundances and masses derived

from velocity dispersion profiles (Woo et al. 2008; Kirby et al. 2013b) in non-star

forming systems. Thereby, it is a useful tool to identify abnormal events in the long-

term star formation history of a system. For example, Kirby et al. (2013a) compared

the stellar abundance and dynamical mass of Segue 2 against this relationship and

found it to be much more metal rich than other galaxies of comparable mass. By

assuming that Segue 2 originally had a mass consistent with its metallicity, Kirby

et al. (2013a) inferred that Segue 2 had lost up to 95% of its total mass in interaction

with the Milky Way. Given our current interpretation of NGC 5387 A, our aims to

understand NGC 5387 A are similar.

For both LVLS and NGC 5387 A, however, there are no stellar spectroscopic abun-

dances, nor dynamical masses. Thus, the relationship of Woo et al. (2008) and Kirby

et al. (2013b) can not be applied directly. In their study of the low luminosity galax-

ies in LVLS, however, Berg et al. (2012) also noticed a trend analogous to that of

Woo et al. (2008) between the nebular abundance, 12 + log(O/H), and the total B

broadband magnitude (MB), fitting for the following relationship:

12 + log(O/H) = 0.11(±0.01) ×MB + 6.27(±0.21) (5.3)

Berg et al. (2012) further argued that in cases where the nebular abundance could not

be measured using the “direct” method (i.e., from oxygen lines), the relationship was

more robust than using indirect spectroscopic methods (i.e., using line ratios propor-
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tional to overall abundance; see discussion in Paper I), albeit with an assumption that

the galaxy has not had significant interactions that could have removed a fraction of

its mass. As such, the relationship of Berg et al. (2012) can be used analogously to

that of (Woo et al. 2008; Kirby et al. 2013b) for star forming galaxies.

In Figure 5.6a, nebular abundance is plotted against MB (only corrected for ex-

tinction from the Galactic foreground) for the LVLS low luminosity sample of Berg

et al. (2012) (open grey circles) with Equation 5.3 over plotted (dashed line) with the

1-σ range given (dotted lines). Data for those dwarf systems previously compared to

the blue overdensity are as follows: the LMC (green circle), SMC (red square), and

NGC 4449 (blue triangle) where are all values are those of Berg et al. (2012). The

value for NGC 5387 A is indicated by a red star.

Overall, the metallicity of NGC 5387 A is consistent with those of galaxies of sim-

ilar MB, albeit at the edge of the 1-σ range of Equation 5.3. Thus, for its MB its

metallicity is not abnormal, e.g., as was the case in Segue 2. To bring NGC 5387 A

closer to the relation, it would need to be slightly brighter (e.g., slightly more mas-

sive), which is consistent with our measurement that at least 6×108 M⊙ of the galaxy

has been stripped and now forms the stellar stream (Paper I). In comparison, the total

stellar mass of the LMC (SMC) is ∼ 870 (3.1)×108 M⊙ with an addition 5 (5.6)×108

M⊙ in neutral gas (van der Marel et al. 2009). Thus, a not inconsiderable portion of

the stellar mass of NGC 5387 A can be inferred to have been already stripped.

Given the high FUV flux in NGC 5387 A (38% of the total integrated flux of

NGC 5387), MB may not be the most appropriate broad-band magnitude to utilize

as a mass tracer. In Figure 5.6b, the nebular abundance is plotted against the B−V

color with the appropriate data for the LMC, SMC, NGC 4449, and NGC 5387 A

highlighted as in Figure 5.6a. A trend-line (dashed) and 1-σ variation (dotted) are
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drawn for illustrative purposes only. In Figure 5.6b NGC 5387 A is, again, just at

the 1-σ variation for the LVLS low-luminosity sample, bluer than what would be

expected. It is interesting to note that the LMC and NGC 4449, both dwarf galaxies

considered to be in a starburst phase, are also “bluer” than what would be anticipated

from their nebular metallicities, whereas the SMC, a galaxy not considered to be in

a starburst phase, is consistent with the mean relation. At the very least, the larger

scatter in the B − V distribution implies that when trying to make inferences to

the mass-metallicity relationship using a broad-band magnitude as an observable for

mass, some care should be taken in selecting the most appropriate magnitude as a

proxy for total mass.

In Figure 5.6c, the star formation rate derived from Hα luminosity is shown against

the total MB magnitude, where data for the LVLS galaxies (open grey circles) is

from the photometric study of Kennicutt et al. (2008). As discussed previously,

galaxies are considered to be in a “starburst” if their sSFR is enhanced. To mimic

the sSFR criterion, Figure 5.6c compares log(SFR) to the total MB magnitude, as in

the other panels of Figure 5.6, data for the LMC, SMC, NGC 4449, and NGC 5387 A

are highlighted and a trend-line (dashed) with 3-σ range (dotted) is shown and we can

compare the star formation rate of NGC 5387 A to galaxies of similar overall stellar

mass. For the magnitude from −14.3 < MB < −14.8, the mean star formation rate

is log(SFR)=-2.45 with a standard deviation of log(SFR)=0.6 over the same range.

NGC 5387 A is ∆(log(SFR)) = 2.19 from the mean star formation rate for galaxies

of similar magnitude, i.e. NGC 5387 A is forming stars more than 100 times the rate

seen in galaxies of comparable B magnitude and is ∼3.5σ from the relation. However,

were NGC 5387 A similar in total magnitude to NGC 4449 it would be just out of the

1σ range the relation demonstrated by the LVLS sample.
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Interestingly, not only is the SFR of NGC 5387 A enhanced compared to mean

value for its magnitude, but it is also enhanced compared to the LMC, SMC and

NGC 4449, whose properties are all within the 3-σ range of the LVLS relation. In

Figure 5.6d the log(SFR) is plotted against B − V , with trend-lines and highlighting

as in the other panels. Again, the SFR for NGC 5387 A is extreme, but only slightly

more so than NGC 4449.

Conclusions from Comparisons to the LVLS

1. We find no direct analogues to NGC 5387 A in the LVLS sample, nor are the

LMC and SMC reasonable comparison galaxies. Interestingly, the properties of

NGC 4449 are, on the whole, similar to that of NGC 5387 A, albeit NGC 4449 is

several magnitudes brighter. NGC 4449 is a dwarf starburst with a recently

discovered stellar stream from one of its satellites (Mart́ınez-Delgado et al.

2012). Moreover, the star formation in NGC 4449 is dominated by compact,

highly energetic star forming regions known as super star clusters (Reines et al.

2008), unlike in the LMC or SMC (though there are some brighter clusters in

those systems). Thereby, NGC 4449 may be the most appropriate analogue to

NGC 5387 A, but is itself a cannibalizing and in-tact galaxy.

2. The overall nebular abundance of NGC 5387 A is in overall agreement with the

mass-MB relationship from Berg et al. (2012). This suggests the gas excited by

the young stars in NGC 5387 A has been chemically enriched similar to that in

dwarf galaxies of comparable mass. Thereby, our interpretation of NGC 5387 A

as the remnant of a disrupting galaxy is observationally supported. Were its

metallicity drastically different from that anticipated by the mass-MB relation,

then more exotic interpretations could be more plausible.
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3. The comparison to LVLS verifies that NGC 5387 A is unique and supports the

conclusion of the modelling that the merger has been caught at a very special

time in its evolution. However, the sample of the LVLS is limited and only spans

a few MW sized galaxies, and thereby dwarf galaxies capable of an interaction

with a MW host. Thus, in the next subsection we expand our comparison to

the volume of SDSS.

5.5.3 NGC5387 Compared to MW-LMC Analogues

Tollerud et al. (2011) searched the Sloan Digital Sky Survey (SDSS) Data Release

7 (Abazajian et al. 2009) for spectroscopically confirmed isolated close-pair systems

with properties similar to the Milky Way LMC (MW-LMC, hereafter) close-pair sys-

tem. The primary goal of Tollerud et al. (2011) was to compared observed and pre-

dicted frequencies of L∗ galaxies, e.g., LMW , with single, massive satellite companions

(e.g., LLMC). Although this goal is slightly different than ours, the work produced an

ideal sample of confirmed satellites over a more representative volume than the LVLS

(See Tollerud et al. 2011, Section 5 for more details), more specifically, to z ∼ 0.0342.

Moreover, the specific selection criteria of the Tollerud et al. (2011) sample to isolate

LMW − LLMC pairs is exceptionally useful given the mean properties of NGC 5387

and the progenitor of its stream are similar to those of the MW-LMC. Of particular

interest to our discussion here was the comparison of the dwarf satellite’s color, in

this case g′ − r′, between those in a close pair and isolated dwarfs of a similar mass.

Since Tollerud et al. (2011), there have been other groups performing similar

analyses on subsequent SDSS data releases, e.g., studies of the colors or SFR of dwarf

galaxies as a function of their distance from a primary, that have found similar overall

results as Tollerud et al. (2011). Of note, Geha et al. (2012) identified “quenching”
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radius for dwarf satellites compared to isolated field dwarfs and Phillips et al. (2014)

generalized this analysis using the sSFR, to tie the dwarf satellite quenching to effects

observed for larger galaxies in groups and clusters. However, only Tollerud et al.

(2011) focused specifically on host-satellite pairs of similar mass ratio as the MW-

LMC, which, as presented in Paper I, is a mass ratio analogous to NGC 5387 and the

progenitor of its stream.

The g′ − r′ Color of NGC5387A

Before comparing NGC 5387 A to the close pair sample, its g′ − r′ color must be

determined. While NGC 5387 is included in the SDSS footprint, the blue overdensity

is not explicitly included as a source in the SDSS photometric catalog. Moreover,

our follow-up imaging (Paper I) is not only deeper, but better resolved than that of

SDSS, which permits an overall better estimate of the total magnitudes. Therefore, we

choose to estimate colors by adapting our B, V , R photometry to the corresponding

SDSS filters. For the NGC 5387 stream progenitor, we convert our (B − V ) color

(B−V = 0.28±0.05), dereddened for the Milky Way foreground, to (g′−r′) following

the Jester et al. (2005) conversion between SDSS and Johnson filters for stars with

RC − IC < 1.15, given by:

(g′ − r′) = 1.02 × (B − V ) − 0.22 (5.4)

with an root mean square scatter of 0.04. The result for NGC 5387 A is (g′ − r′) =

0.042 ± 0.06. We note that the Jester et al. (2005) transformation may not be the

most ideal for the blue overdensity, because it is composed of very young (< 10 Myr)

stars. The transformation does, however, provide a reasonable estimate of (g′ − r′)

color for our comparison to Tollerud et al. (2011).
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We adopt the average value for the LMC ((g′ − r′)=0.28) directly from Tollerud

et al. (2011). Given the similarity in the star forming properties of NGC 5387 A

and NGC 4449 demonstrated in the previous section, we will also use this galaxy as a

comparison in Figure 5.6. We adopt the (g′−r′) color for NGC 4449 ((g′−r′)=0.34) as

calculated from the broadband fluxes given in the NYU-Value Added Galaxy Catalog

(Blanton et al. 2005) from the Sloan Digital Sky Survey Data Release 6 (Adelman-

McCarthy et al. 2008).

Figure 5.7a is adapted from Tollerud et al. (2011, their Figure 11) and compares

the (g′− r′) distribution for the 342 member close-pair sample (filled grey histogram)

to that of the control or isolated dwarf sample of 28,000 members (dashed black

histogram). In Figure 5.7a, the color for NGC 5387 A, the LMC, and NGC 4449 are

indicated as bold black arrows with light grey dashed lines. As in Tollerud et al.

(2011), the LMC (g′ − r′=0.27) is bluer than 98% of the SDSS MW-LMC analogue

systems in SDSS (96% of the controls). NGC 4449 (g′ − r′=0.34) is bluer than 91.5%

of SDSS MW-LMC analogues and 86.3% LMC analogues in the field. NGC 5387 A

(g′ − r′ =0.08) is bluer than 100% of both the SDSS MW-LMC analogues and the

LMC analogues in the field.

As was the case in comparison to the LVLS, the blue overdensity remains unusual

in its color compared to the SDSS sample of MW-LMC analogues. As shown by

Paper I in comparison to an Starburst99 model, the blue overdensity, when corrected

for internal extinction (not applied here because such measurements are not available

for all galaxies) has the appropriate color for a 10 Myr population. Thus, what

may be most unusual for NGC 5387 A is the degree to which its extremely young

stellar populations (< 10 Myr) dominate its total integrated color, unlike the other

galaxies in the sample which are known to have significant intermediate and old
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stellar populations. The extreme “blueness” of NGC 5387 A could be caused, at least

in part, to two factors: (i) its location superimposed on the disk, making it only

feasible to trace its photometric properties by the unusual blue color itself, and (ii)

its interaction with NGC 5387, which has already stripped a considerable amount of

its luminous mass into the >360◦ stellar stream. Whereas there are no means to

address the former complication in current data, we address the potential effect of

the latter in the following subsection.

Approximating the Color of the ’Complete’ Progenitor

We apply the Jester et al. (2005) transformation to our (B−V ) color of the NGC 5387

stellar stream (B − V = 0.9, although with variation along the stream, Paper I) to

obtain (g′ − r′) = 0.75. The color of the stellar stream is indicated as an arrow in

Figure 5.7b. The NGC 5387 stream (g′ − r′ =0.75) is bluer than 8% of MW-LMC

analogues and 7% of control galaxies. Thus, the stellar stream appears “typical”

or even “redder” than those satellites considered “red”. And so, we can now ask

if the galaxy were not being tidally stripped, what would the effective color of the

progenitor be? Assuming that NGC 5387 A and the stellar stream were once part of

the same system, we add the integrated flux of NGC 5387 A to that of the stream to

approximate a scenario in which the NGC 5387 A star forming complex is embedded

within a stellar halo.

Assuming a distance modulus, m −M = 34.5 ± 0.45 (79.3 Mpc; Springob et al.

2009), the absolute magnitudes of the stream are MB,stream = −15.5 and MV,stream =

−16.4 (Paper I). We then can add the fluxes of the blue overdensity to that of the

stream to determine its effective magnitudes and luminosities if the systems were still

in tact. For NGC 5387 A, the magnitudes are MB = −14.5 and MV = −14.83 (Paper
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I). By converting the magnitudes into flux units, assuming the same zero point, and

summing the resulting fluxes, we derive total approximate magnitudes for the stream

and NGC 5387 A of MB,combined = −15.8 and MV,combined = −16.2, which results in

B − V = 0.77. Using Equation 5.4, we obtain (g′ − r′)combined = 0.60.

The resulting color is compared to the Tollerud et al. (2011) secondaries and

field dwarf galaxy catalogs in Figure 5.7b and found to lie in or near the “trough”

between the peaks for the blue and red secondaries. The combined NGC 5387 stream

+ NGC 5387 A is bluer (g′ − r′ =0.60) than 52% of MW-LMC analogues and 38% of

LMC analogues in the field. Thus, if we were observing a field galaxy or a secondary

with this level of star formation superimposed on an old stellar population, the galaxy

would not be identified as abnormal as implied by previous comparisons.

Discussion

We have compared the color of the blue overdensity to the LMC-analogues in the SDSS

DR7 (Tollerud et al. 2011; Abazajian et al. 2009) and found it to be abnormally blue

for MW-LMC pairs. If we compare the color stellar stream to this sample sample,

however, it appears typical of “red” LMC-analogues. To mimic the appearance of the

galaxy if it were not being tidally stripped – but had the same compact star-forming

region, we combine the B and V fluxes of the stream and blue overdensity and find a

net color that is consistent with the median color of the MW-LMC analogues in the

Tollerud et al. (2011) sample.

From these analyses, we can draw several conclusions. First, what is abnormal

about the blue overdensity is that the young < 10 Myr stellar population is its most

luminous population even into the reddest of our optical broadband filters. This could

be an effect of the tidal stripping, which has removed a large fraction of the overall
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(older) stellar mass from the stream progenitor. Were this galaxy, now disassembled,

to be found intact — either in the field or at a larger radius in the halo — its overall

color would not appear unusual. We conclude that broadband colors alone may not

be a sufficient criterion to identify dwarf galaxies in abnormal evolutionary states.

For the identification of dwarf satellite galaxies as lower mass analogues of “green

valley” objects detected in groups or clusters, however, a broadband color approach

may be effective.

Despite the overall similarity of the total integrated colors of the simulated pro-

genitor to intact star forming dwarf systems, there are considerable differences when

considering the morphology of our simulated object. Even if embedded within a

galaxy halo, the star forming region would still be relatively compact, entirely con-

tained within a diameter of 850 pc, for its luminosity. In contrast, irregular type

dwarf galaxies tend to have clumpy star formation distributed across their visible

extent (See Mateo 1998, for a review of dwarf morphologies). Thus, what may

considered truly abnormal in NGC 5387 A is the concentration of relatively intense

star formation (for a dwarf galaxy) to a relatively small volume. This is, however,

broadly consistent with the tidal stripping scenario, because if the blue overdensity

is the remnant of the stream progenitor (as suggested by our models), then the only

gas not previously removed during the interaction would tend to be confined within

the deepest part of the potential well.

We note, however, that an essential criterion for the selection of the Tollerud et al.

(2011) sample is that the secondary galaxy be cleanly distinguished from its parent.

As described in Tollerud et al. (2011), in practice this criterion meant removing

bright HII regions found within the disk of a spiral galaxy because without additional

data, it was not clear if these regions were galaxies or bursts within the parent.
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In particular, Tollerud et al. (2011) discusses the known limitations of the SDSS

photometric pipeline both to distinguish between objects super-imposed upon one

another and, even if distinguished, to classify these objects. Though this may be a

small effect for the Tollerud et al. (2011) sample, it does limit the ability to assess

instances of objects similar to NGC 5387 A. This limitation provides motivation for

the efforts described in the next subsection, in which we apply morphological criteria

to the light distribution of the parent galaxy.

5.5.4 Morphological Metrics Applied to NGC5387

A common method to automatically identify merging systems or otherwise atypical

systems in large imaging surveys is to identify peculiar morphologies in the two di-

mensional light distribution. One such technique pioneered by Conselice (2003) was

developed and found to yield meaningful and comparable results for galaxies in the

near-field and to z ∼ 3 (see review in Conselice 2014). This system, known as

CAS, uses three characterizations of the light distribution, the concentration (C), the

asymmetry (A), and the clumpiness (S).

The concentration index (C) is a ratio of the total light in the inner to outer

parts of a galaxy, which uses the Petrosian radius η(R)– the radius at which the ratio

between the surface brightness at that radius (I(R)) is a specified fraction of the total

surface brightness within that radius. The Petrosian radius has the advantage of being

applicable to a wide number of systems over a wide range of redshifts (see Conselice

2014) The asymmetry index (A) is a comparison of a galaxy to its own profile rotated

by 180◦ . The clumpiness index (S) is a measure of the relative amount of light that is

found in clumps compared to that found in smooth components, which is computed

by removing smooth structure using a large scale median filter (spatial size set by
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Fig. 5.7.— The distribution of the g′-r′ color for MW-LMC analogues (“secondary,”
grey filled histogram) and for LMC-analogues in the field (“control,” dashed black)
from the identification techniques of Tollerud et al. (2011) from the SDSS DR7
(Abazajian et al. 2009) compared to colors of in (a) NGC 5387 A, the LMC, and
NGC 4449 and in (b) NGC 5387 A, the stellar stream around NGC 5387, and the
combined photometry for the two objects, all of which are indicated with bold ar-
rows.
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η(R)). Further details of this system and its applications can be found in the review

of Conselice (2014).

The CAS technique is ideal for blind application because, by design, it requires

no detailed prior assumptions on galaxy morphology, e.g., early-type versus late-

type, and is largely robust to systematics of the imaging, e.g., the plate scale and

seeing. The CAS technique has been fundamental in explorations of the morphological

evolution of galaxies from z∼3 to the present in the GOODS-N and CANDELS fields

(among others) – specifically because it requires no a priori galaxy classification and

is robust to the size scale probed in an individual image.

Application of CAS to NGC5387

Application of the CAS metrics to the imaging presented in Paper I was computed

using a CAS implementation for the IRAF environment specialized for local galaxies

(C. Conselice, private communication). The images were prepared for the code using

the following steps: (i) rotation of the galaxy to an effective position angle of 0◦; (ii)

subtraction of foreground stars and background galaxies; and (iii) determination of

a “clean” region in which to calculate the noise statistics and background measure-

ments required by the CAS code. The image rotation was performed with SCAMP

and SWARP to remove the on-sky position angle of NGC 5387. Subtraction of fore-

ground stars and background galaxies for each image was performed interactively

using the feature in the IRAF routine IMEXAM. Regions of size appropriate to the

visible extent of a star were replaced with a background appropriate for that region.

Care was taken for the two bright foreground stars in the disk of NGC 5387 (see Fig-

ure 5.1), and pixels in these regions were replaced with the mean brightness value for

the pixels symmetrically placed across in the plane of the galaxy. The background
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Fig. 5.8.— Comparison of the CAS parameters for NGC 5387 imaging data to the
morphological parameter space empirically identified by Conselice (2003). In the (a),
concentration (C) is plotted versus asymmetry (A), the (b), clumpiness (S) is plotted
versus asymmetry (A), and in the (c) concentration (C) is plotted versus clumpiness
(S). Filled ellipses represent the 1σ range for early type disks (Sa-Sb; light grey
dashed), dwarf irregular galaxies (light grey dotted), ULIRGs (grey solid lines), and
for edge-on disks (filled grey) in each panel. The parameters derived for NGC 5387
are presented for FUV (purple star), B (blue triangle), V (green circle), and R (red
square) in each panel. Error bars are drawn on each point, but often are smaller than
the points themselves. The mean error for the NGC 5387 parameters is illustrated in
the lower right of each panel.
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region specified for the CAS code was chosen to be as free from the source removal

process previously described. The CAS procedure was run on each of the four images

of NGC 5387 (FUV , B, V , and R) with the resulting values and errors for the CAS

parameters given in Table 2. We proceed to compare the values for NGC 5387 to the

empirical parameter spaces defined by Conselice (2003) for morphological classifica-

tion.

The Morphology of NGC5387 in CAS space

Conselice (2003) used catalogs of normal and interacting galaxies to identify empiri-

cally the regions of CAS parameter space inhabited by distinct morphological types.

Since NGC 5387 is an Sbc edge-on spiral, it is meaningful to compare its structural

indices to the mean and 1σ variations for edge-on disks in Conselice (2003).

In Figure 5.8, we compare the results of the CAS analysis to the demonstration

sample of Conselice (2003) used to identify the spaces occupied by different morpho-

logical types. In each of the panels of Figure 5.8, the 1-σ ranges are drawn as ellipses

for Sa-Sb type galaxies (light grey dashed hashing ), irregular galaxies (light grey

dotted hashing), edge-on galaxies (solid hashing), and ULIRGs (grey dashed hash-

ing). We note that the ULIRGs are used in a morphological sense, i.e., to identify

spaces for irregular and merger morphologies, and not for a luminosity criteria. For

consistency with Conselice (2003) we maintain the name ’ULIRG’ for this region of

parameter space. The CAS values for NGC 5387 A are given for FUV (purple star),

B (blue triangle), V (green circle), and R (red square).

In Figure 5.8a, the asymmetry (A) and concentration (C) parameters are com-

pared. The optical CAS parameters for NGC 5387 fall just outside of the 1σ range

for both edge-on and irregular systems in a space degenerate with ULIRGs/Mergers.
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In contrast, the CAS parameters for the FUV imaging are completely outside of the

1σ ranges. In Figure 5.8b, the asymmetry (A) and clumpiness (S) parameters are

compared. The CAS parameters derived from both optical and FUV imaging fall out

of the 1σ ranges for all morphologies, primarily due to the large “clumpiness” value.

The CAS parameters from optical, however, are within the 2σ range for edge-on,

irregular, and ULIRG galaxies. In Figure 5.8c, the clumpiness (S) and concentra-

tion (C) parameters are compared. Again, the CAS parameters from both optical

and FUV fall outside of the 1σ ranges, particularly due to the large clumpiness (S)

parameter. The clumpiness (S) parameter, however, has been found to be the least

reliable of the three parameters

In summary, the the CAS parameters from the optical imaging (B, V , R) are

broadly similar to those of edge-on, irregular or ULIRG/Mergers type morphologies

with the strongest deviation occurring in the clumpiness parameter. In contrast, the

CAS parameters from the FUV imaging are inconsistent with any particular mor-

phological type studied in Conselice (2003). This difference, however, could largely

be due to the morphological differences seen between star forming galaxies in the

optical and FUV , an effect that has been explored and is often taken into account

using a set of corrections to the CAS parameters to account for the morphological

k-correction between rest frame optical and FUV imaging. The offsets, however,

are not sufficiently large to account for the variation. Thus, the CAS parameters,

explored in a pure morphological sense, indicate that the FUV light distribution is

abnormal. We explore the evolutionary state classification in the following section.
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Fig. 5.9.— CAS morphology metrics for NGC 5387 (indicated as in Figure 5.8) com-
pared to data from Conselice (2003) for starbursts (filled triangles), dwarf irregulars
(grey open circles), and IRAS galaxies (grey open squares), which are used to iden-
tify empirically the evolutionary state in CAS space. (a) Asymmetry (A) versus
concentration (C). Major-mergers (mass ratio > 1:4) are identified by the cut A
> 0.35 (dot-dash line). (b) Asymmetry (A) versus clumpiness (S). In addition to
the A> 0.35 cut applied in (a), an additional criterion, A > S (dashed) is used to
distinguish between clumpiness due to many H II regions and due to major mergers.
(c) Clumpiness (S) versus concentration (C).
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Merger or Non-Merger?

The panels of Figure 5.9 are identical to those of Figure 5.8, except in lieu of showing

the empirical spaces for different Hubble types, the empirical spaces for evolution-

ary states are displayed. The CAS parameters for starburst galaxies (down trian-

gles), dwarf irregulars (open circles), and IRAS ULIRGs (open squares) were used

by Conselice (2003) to define regions in the concentration-asymmetry (C-A) and the

clumpiness-asymmetry (S-A) parameter spaces consistent with merging systems. In

Figure 5.9a, the C-A plane is shown. Based largely on the location of the ULIRG

galaxies (open squares) in comparison to the dwarf irregulars (open circles), Con-

selice (2003) defined a conservative limit for major-mergers (1:4 mass ratio) at A

> 0.35 (dot-dash line). The CAS parameters for NGC 5387 derived from optical

imaging are very near to the major-merger cut-off, whereas the CAS parameters for

NGC 5387 in FUV would be classified as a major-merger in this space. As in the

previous subsection, the morphological k-correction offsets from, do not strongly alter

this impression. We note, however, that the CAS parameters for the FUV imaging

are similar to several of the starburst galaxies, which would be expected to have

many compact star forming regions across their visible extent that can “mock” the

appearance of a disturbed morphology.

The overlap between starburst galaxies and major-mergers was the motivation

for the additional classification metric demonstrated in Figure 5.9b in the C-S plane.

As in Figure 5.9a, the A>0.35 cut is given as a dot-dash line. In the C-S plane

the additional criterion of asymmetry being larger than the clumpiness is employed

(demonstrated as the dashed line for A = S). due to the overall loss of resolution for

more distant objects Thereby, the major-mergers (>1:4 mass ratio) are identified in

the bottom left corner of Figure 5.9b. With the addition of this criterion, the CAS
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parameters for NGC 5387 derived from the FUV imaging would not be classified as

a major-merger, as implied from the C-A plane. Although no merger criteria were

defined for the C-S plane, the plane is shown in Figure 5.9c. Here, both the optical and

FUV derived CAS parameters fall outside of the range spanned by the demonstration

dataset of Conselice (2003).

It is interesting to note, however, that the A > S criterion is commonly relaxed

in application to datasets at higher redshifts due to the overall loss of resolution

for more distant objects. As previously discussed, the morphological k-correction

and the behavior of galaxies artificially shifted to higher redshifts most affect the

clumpiness (S) parameter (?). This is, often, due to the relatively small number of

pixels spanning the galaxies observed in higher redshift samples. Thus, if NGC 5387

were observed at a larger redshift (with the various statistical correction applied),

it would most likely be classified as a system undergoing a major-merger (>1:3) or

intermediate-merger (1:3>1:6), when it is in fact at most ∼1:10 merger, a mass regime

often termed “micro-merger”. detailed observations of the Sgr dSph.

Discussion of CAS Comparisons

The CAS galaxy morphology criteria were applied to the optical and FUV imaging

of NGC 5387 following the prescription developed in Conselice (2003). The results

(Table 2) were compared to the empirical spaces defined by Conselice (2003) for the

diagnosis of galaxy morphology (e.g., Hubble Type) and for evolutionary state. For

all planes, the CAS parameters from optical imaging were found to be consistent

with a mildly irregular edge-on system or a ULIRG/Merger. From inspection of

Figure 5.1, this characterization from the broad band optical imaging is qualitatively

accurate. In contrast, the CAS parameters derived from FUV imaging were consistent
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with no Hubble Type studied in Conselice (2003), but were consistent with starburst

or ULIRG/Merger systems — even with appropriate corrections for the pass-band.

Thus, in blind application of the CAS system, perhaps the most conservative of the

morphological classifications, the FUV light distribution of NGC 5387 is flagged as

a major-merging (>1:4) system. Given the overall robustness of the CAS system

for galaxies to redshift z∼3, the FUV CAS parameters for NGC 5387 imply that

it is possible to detect “minor” (∼ 1:10 mass ratio) or even “miniscule” mergers

(<<1:10 mass ratio) in a starburst phase phase similar to NGC 5387 A. Phrased

slightly differently, the ‘clumpy’ appearance of rest frame FUV light distributions

need not be caused by major mergers, albeit there is only a short time frame over

which a “micro-merger” maintains this morphological appearance.

5.6 Summary

In this work, we use a the observational data presented in Paper I to understand

better the NGC 5387 system. First, we use detailed numerical simulations to explore

the two preferred interpretations of the NGC 5387 system, more specifically that star

formation is induced by a minor accretion event either (i) in the disk of NGC 5387 or

(ii) in the progenitor of the stellar stream.

We find the following:

1. The overall morphology of the stellar stream is reproduced with a 1:10 mass

ratio merger that starts on a radial orbit and, on its first pass, intersects the

disk in its inner parts. The best match to the stream morphology occurs t =590

Myr years into the merger just after its second disk passage.

2. The companion galaxy maintains some gas reserves during its disk passages and
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begins to form new stars after each disk passage approximately when it is at its

apocentric radius.

3. Star formation can be induced by the event in the galaxy disk, but in our

simulations this star formation is not concentrated in a small angular region. In

contrast, the companion galaxy is able to produce stars both in a concentrated

region and at a rate comparable to the observations of the blue overdensity.

Since the uncertainties in the star formation prescriptions of the modelling may

be important, we cannot definitely rule out that the NGC 5387 star formation is in

the disk. In the scope of the work presented here, however, this scenario cannot

reproduced to match the observations of NGC 5387. The most likely interpretation

of the NGC 5387 A (blue overdensity) is star formation within the remnant of the

stream progenitor. Comparisons to galaxies in the Local Group, Local Volume, and

SDSS MW-LMC pairs produce no similar systems. The star formation history of

the Sagittarius dSph, however, does reveal that particular galaxy has formed stars in

multiple bursts over its 2.5 to 3.0 Gyr interaction with the MW, including a ∼13.5

kpc passage through the Milky Way disk (Law & Majewski 2010). Thus, although

there is no direct evidence for similar scenarios, there are indirect clues in the star

formation histories of disrupting satellites in the Local Group. Further refinements

to the interpretation of the NGC 5387 system require constraints from observations

at higher resolution and those that constrain the gas kinematics.

Although there are uncertainties in our physical interpretation, the NGC 5387

system was compared to other samples. NGC 5387 A was found to be abnormally

blue, both compared to the LVLS and to the MW-LMC pairs in the SDSS volume.

We postulate that the abnormal color is due to the dominance of the young (< 10

Myr) stellar component in the tidally stripped satellite remnant. This dominance
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is, in part, due to difficulties tracing the component superimposed on the disk of

NGC 5387. With at least 5×108 M⊙ of stellar mass already stripped, NGC 5387 A

has lost a significant portion of its overall old and red populations (equivalent to

the entire stellar mass of the SMC). By co-adding the flux from the stellar stream

and NGC 5387 A we simulate a satellite (or field galaxy) with similar star formation

properties and a relatively intact stellar halo. The combined color of the system

is consistent with that of the green valley between the red and blue peaks in the

distribution of MW-LMC analogues in SDSS.

Given the limitations discussed for the comparison samples, we cannot directly

conclude that the merger in NGC 5387 is not necessarily a rare event, only that no

analogues are detected in our efforts. Both the simulations and the comparison to

observational samples suggest that the accretion of NGC 5387 A has been “caught” at

a rare time in its evolution — a relatively brief period in which it is forming stars at

a large rate. The high star formation rate and the relatively large and concentrated

high mass stellar content imply a very “extreme” star forming environment in the

remnant of the stream progenitor. If all satellite galaxies of similar mass and orbital

parameters experience a phase similar to NGC 5387 A (and potentially Sgr), then this

phase could contribute significantly to the overall depletion of gas in satellite systems

observed in the Local Group (Spekkens et al. 2014, Beaton et al. in prep.).

Exploration of the later evolution of the simulated NGC 5387 system indicate that

additional star formation bursts due occur and are correlated with disk passages of

the system. Furthermore, the late-time evolution of the NGC 5387 accretion event

produced a stellar debris field similar in overall morphology to that of the Great

Southern Stream in M 31. Although the progenitor for the GSS has not been iden-

tified, detailed modeling — which takes into account star count maps, kinematics,
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and basic chemical content — are consistent with a satellite progenitor with similar

overall properties to the inferred original state of NGC 5387 A. The similarity suggests

that some young to intermediate age content (1 to 5 Gyr) may be found within these

debris.

The morphological classification technique of Conselice (2003), sensitive to iden-

tification of both the morphological type and evolutionary state, were applied to

NGC 5387. The CAS parameters for NGC 5387 derived from optical imaging were

consistent with its edge-on Sbc morphology and as a minor merger. In contrast, the

parameters derived from the FUV light distribution were inconsistent with the Hub-

ble Types included in Conselice (2003) and would be classified as a major merger

and/or star-bursting galaxy.

5.6.1 Final Remarks

Although this attempt to understand the NGC 5387 system has not conclusively iden-

tified the nature of the blue overdensity, it does provide insight into the evolution of

satellite galaxies within hierarchical galaxy assembly. Our models indicate that we

are seeing the NGC 5387 merger at a short-lived period of the merger — regard-

less of where the star formation is occurring physically. Not only have we captured

NGC 5387 A during a burst, it has been caught just after the most energetic signatures

of the most massive stars have faded (e.g., it would not be identified by massive star

signatures, e.g., Wolf Rayet emission lines), but while it is still contains sufficiently

massive stars to produce significant Hα luminosity. That there are no currently iden-

tified analogues is most likely because star formation in the accreting dwarf during

minor-major mergers proceeds in discrete bursts (e.g., as detected in Sgr) and can

only be Hα bright for a short time (< 10 Myr). This interpretation is qualitatively
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in agreement with assessments of the ‘bursty’ star formation histories of Local Group

galaxies when compared with orbital properties (Dolphin et al. 2005).

The lack of systems with similar characteristics in the Local Volume (e.g., LVLS),

or the SDSS Volume, makes it unclear how often a satellite merger might experience

an extreme star formation event. The overall “bursty” nature of Local Group dwarf

galaxy star formation histories implies there is a “universality” to sudden bursts of

star formation (Grebel et al. 2003; Dolphin et al. 2005). Thus, efforts to understand

the galaxy-morphology relationship in terms of gas removal (Grebel et al. 2003) must

include not only the stripping of the galactic hot gas halo, but also the potential

effects of “extreme” starbursts in the dwarf galaxies akin to that of NGC 5387. Addi-

tional observations that probe the energetics of the interstellar medium in and around

NGC 5387 A, including high spatial resolution HI maps and large dynamic ranges Hα,

could reveal how the extreme star formation contributes to the gas depletion of dwarf

satellite galaxies (Geha et al. 2012).

Using the numerical simulations as a guide, NGC 5387 A produces at least ∼107

M⊙ of stars in the bursts during its interaction with the parent. This is approximately

10% of its inferred stellar mass. These bursts occur in an overall dense and compact

mode of star formation — more similar to modes of super star clusters commonly

associated with major gas-rich mergers than that observed in the disks of galaxies

(see discussion in Paper I). Since super star clusters are considered the precursors

to locally observed globular clusters or massive open clusters, local clusters observed

with anomalous properties — either in chemical abundance patterns or systemic ve-

locities — could have formed during bursts similar that of NGC 5387 A before being

assimilated into the host.

Extending our comparison to a cosmological volume, however, finds the over-
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all galactic morphology of NGC 5387 in the FUV similar to the rest-frame FUV

morphologies of galaxies in what is considered “more active” phase of hierarchical

assembly. This suggests that some of the irregular morphologies observed at cosmo-

logical distance could be attributed to mergers of the ∼1:10 mass ratio, rather than

those in the intermediate- or major-major > 1 : 10 and > 1:4 regimes, respectively.

Given the increased incidence of mergers of all mass scales at higher redshift, find-

ing NGC 5387 A analogues may be easier to identify for study. Additional work to

determine the potential for star formation within minor mergers — and the particu-

lar properties of that star formation — are needed to evaluate more completely the

inferences posed here.
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Table 5.1. Initial Conditions for Merger Simulations

Property Parent Galaxy Satellite

M∗ (M⊙) 1.6 × 1010 1.5 × 109

Mgas (M⊙) 8 × 109 5 × 108

Mhalo (M⊙) a 4 × 1011 5 × 1010

R200 (kpc)b 120 60
Cc 9 12
a (kpc)d 22.3 9
Stellar Disk scale length (kpc) 2.0 1.0
Spin parameter λ 0.035 0.035
Gravitational Softening Gas/Stars (kpc) 0.1
Gravitational Softening Halo (kpc) 0.2 0.2
Nstars 2 × 106 2.5 × 105

Ngas 1 × 106 1 × 105

Nhalo 2 × 106 2 × 105

aThe ratio of halo mass to the assumed Hernquist dark matter profile. The total
mass of the galaxy is then Mtotal = Mhalo + M∗ + Mgas.

bThe radius where the average enclosed density is 200 times the critical density of
the Universe.

cConcentration parameter of the dark matter halo following Springel (2005).

dThe scale radius for the Hernquist profile assumed for the dark halo.

Table 5.2. CAS Morphology Parameters for NGC 5387

Image Band Petrosian Radius Concentration (C) Asymmetry (A) Clumpiness (S)

Far − UV 189.1 2.47 ± 0.05 0.60 ± 0.02 1.34 ± 0.04
B 156.0 3.08 ± 0.07 0.28 ± 0.01 1.04 ± 0.03
V 146.0 3.15 ± 0.08 0.25 ± 0.01 0.96 ± 0.02
R 157.4 3.23 ± 0.08 0.23 ± 0.01 0.97 ± 0.02
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Chapter 6

Summary and Future Work
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6.1 Executive Summary of Chapters:

Because of their long dynamical timescales, stellar halos provide unique insight into

the formation and evolution of galaxies because the signatures of hierarchical mass

assembly are readily accessible for study — albeit at exceptionally low surface bright-

nesses and over large angular scales for nearby systems. Recent detailed hydro-

dynamical and N -body simulations, carried out within the framework of a ΛCDM

cosmogony, are sufficient to track the formation of Milky Way-sized galaxies. It is

clear from these simulations that stars within the halo can have multiple, distinct

origins: (i) through accretion of satellite galaxies, (ii) via in situ formation, or (iii) by

being dynamically kicked out of the inner Galaxy. Each mechanism for contributing

halo stars imparts a specific expected age and chemical pattern distribution. In the

Milky Way, studies of these populations are complicated by our internal perspective,

both in that multiple structural components are super imposed along the line-of-sight

and that distances to potential halo substructures are challenging to measure. On the

other hand, the Andromeda galaxy (M31) offers the ideal combination of an external

perspective and relative proximity that lends it more easily to a detailed star-by-star

(at least for evolved stars that can be resolved), but global view. Over more than

a decade of work the SPLASH (Spectroscopic and Photometric Landscape of An-

dromeda’s Stellar Halo) team has used a powerful combination of KPNO/4-m+Mosaic

optical (M , T2, DDO51) imaging with follow-up Keck/DEIMOS spectroscopy across

the halo of M31 and its satellite system to discover the true metal-poor halo of M31

and measure its key properties — surface brightness profile, substructure, kinematics,

metallicity — to 2/3 of the virial radius or Rproj ∼ 200 kpc.

In this thesis, we have expanded upon these primary SPLASH goals to under-

stand other aspects of the M 31 halo and to extended this type of work to another
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spiral galaxy at large distances (summarized in Chapter 1). In Chapters 4 and 5, the

NGC 5387 system was explored. NGC 5387 is a Milky Way/M 31 analogue seen at

near edge-on inclination. It also contains an identified stellar streams and a curious

blue over-density seen in surface photometry. The physical parameters of this system,

derived via a combination of multi-wavelength deep imaging and optical spectroscopy,

are consistent with a recent “micro-merger” (mass ratio 1:10 or even more extreme

mass ratios), with progenitor properties similar to those of that inferred for the Great

Southern Stream in M 31 (Fardal et al. 2008). From the length and morphology of

the stream around NGC 5387, it can be estimated that the satellite has been dis-

rupting for approximately t =300 Myr. While the stream itself is red — implying

it is comprised primarily of old stellar populations, at the intersection of the stream

and the disk of NGC 5387 is a blue overdensity that contains 38% of the total inte-

grated FUV flux of the NGC 5387 system (Chapter 4). After modeling (Chapter 5)

and comparison of its photometric and spectral properties to H II regions (Chapter

4) and dwarf galaxies (Chapter 5), the best interpretation of the blue overdensity is

that of the surviving portion of the progenitor, actively forming stars. In both of the

two most prominent tidal debris features in the haloes of the Milky Way and M 31,

the Sagittarius Stream in the former and the Great Southern Stream in the latter,

there is evidence for surprisingly large fractions of young (t <2 Gyr) and interme-

diate (t ∼ 2-10 Gyr) age stellar populations. In the NGC 5387 “micro-merger” we

find an analogue to these systems caught exceptionally early in its merging process

(300 Myr); thus, the NGC 5387 interaction provides a view into the earliest stages of

<1:10 mass ratio mergers (e.g., micro-mergers) that hereto has been absent from the

observational accounting of such events.

In Chapter 3, we presented the full observational expanse of the SPLASH project
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for the first time — including all 72 photometric fields approximately 75% of which

have corresponding spectroscopic follow-up. The ability of the Washington+DDO51

photometric system to identify candidate M 31 red giant stars is exploited to double

the number of confirmed kinematical member stars beyond Rproj ∼ 120 kpc — a

surface brightness > 31 mag−1 arcsec−2. This is substantially more than in any other

halo — including those known identified within our own Milky Way. In addition, we

expand the number of sight lines with kinematic confirmation in the “smooth” halo

(i.e., fields without dwarf satellites) at these radii from four in Gilbert et al. (2012)

to twelve, including the detection of M 31 red giant stars spanning the full azimuthal

range at Rproj ∼120 kpc. As part of this work, we exploited wide-field multi-plexing

spectrographs that are better matched to the anticipated stellar densities in the outer

halo. Although the resulting kinematical and chemical measurements obtained with

the MMT+Hectospec are at overall lower precision than those obtained with the

workhorse spectroscopic instrument of the SPLASH project, Keck II +DEIMOS,

the former combination is well suited to this application — the exploration of a low

density population for which only modest (5-10 km s−1) precision is needed in contrast

to, for example the detailed kinematical precision required to accurately model either

dwarf satellites (e.g., Ho et al. 2012; Tollerud et al. 2012) or detangle the complex,

multiple component inner halo/spheroid (e.g., Gilbert et al. 2009a). With instruments

like the Hectospec (among others), the potential to continue exploring the M 31 halo

to large radii at high efficiency is expanded.

With the increased sampling at large projected radii, and making use of serendip-

itous halo star detections in our M 31 dwarf satellite campaign (Tollerud et al. 2012),

we built the full spectroscopic database for SPLASH and apply it to the measure the

tangential motion of M 31 from the line-of-sight velocities of individual halo member
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stars, resulting in a measurement broadly in agreement with other statistical and

direct measurement techniques. The effort is an important first step toward using

the unique SPLASH dataset to model the dynamics of the M 31 stellar halo to large

radii — with far better sampling than similar efforts relying on sparse azimuthal and

radial sampling provided by the globular cluster and/or dwarf satellite systems, whose

members often have unclear associations with substructure or are suspected of being

on first infall.

6.2 Future Work

This expanded SPLASH aims primarily at a description of the M 31 stellar halo,

which — although providing powerful evidence for the dominance of the hierarchi-

cal assembly for halo formation and, in comparison to the substructure known in

the Milky Way, variance in stellar halo parameters due to distinct accretion histories

(i.e., cosmic variance) — does not provide extensive discriminating power between

the specific predictions of halo formation scenarios stemming from the growing body

of cosmologically driven Λ-CDM modeling of Milky Way sized galaxies. For exam-

ple, while it is clear that the hierarchical accretion of satellites plays a large role in

the formation of the stellar halo, it is not feasible to measure the role of the in-situ

halo formation, e.g., that during any initial monolithic collapse, from the distribu-

tion of the old stellar population (stars of tage >10 Gyr), that could also have come

from satellite accretion. Thus, while the SPLASH and PAndAS projects have pro-

vided our first detailed portrait of a stellar halo outside of our own Milky Way, the

next generation science questions can only be answered by observational approaches

that produce data products capable of better constraining the details of halo forma-

tion. In practice, our understanding of galaxy formation — as inferred from resolved
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stellar populations — advances due to the interplay of numerical simulations and

observations. Thus, the future work detailed here is guided based on the numeri-

cal simulations that were summarized in Chapter 1, in particular the age-dependent

“phase space” characteristics demonstrated by the panels of Figure 1.1.

Thus, the SPLASH project has been extended to add two significant new dimen-

sions critical to piecing together the evolution of M31’s halo: the age distribution and

chemical enrichment history of halo field stars and satellites. Four distinct approaches

based on newly developed as well as traditional techniques will provide independent,

but complementary, assessments of the star-formation/enrichment history of present

and future M31 halo stars:

1. The exploitation of a large database of wide-field, near-infrared (J , Ks) imaging

in our established Mosaic/DEIMOS halo fields to constrain the intermediate-

age fraction through studies of asymptotic giant branch (AGB) stars in the M31

halo and satellite galaxies. These data are being obtained through an approved

NOAO survey program now in its third year of data collection with the NEW-

FIRM instrument on the KPNO 4-m telescope (PI: Beaton & GuhaThakurta),

with photometric AGB identification techniques being tested in the Ph.D. The-

sis of Katherine Hamren (UC-Santa Cruz).

2. We will undertake the first systematic survey for Anomalous Cepheids in the

M31 satellites. Anomalous Cepheids are evolved, several solar mass stars be-

lieved to be from intermediate-age populations. The required multi-epoch pho-

tometry for the 20 satellites in the SPLASH sample are being obtained through

a combination of SPLASH data products, public archival datasets, limited

access archival datasets (e.g., from the Large Binocular Telescope), and new

observations via public (KPNO+Mosaic; PI: Beaton) and (potentially) private
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access facilities (WIYN+pODI/ODI).

3. Isochrone fitting is a traditional age-dating methodology, but one whose applica-

tion to distant systems for which only bright stars are accessible is complicated

by the age-metallicity degeneracy of the red giant branch (RGB). Recent re-

calibration of the conversion between the infrared Calcium Triplet (e.g., Ho

et al. 2014, and references therein), provides the application of this technique

broadly to our existing database or via the co-addition of individual spectra at

low S/N for multiple stars with similar stellar type (as determined by color).

With spectroscopic metallicities of individual member stars, we aim to break

this degeneracy and recover sensitivity to age for M31 satellites in optical+NIR

CMDs.

4. It is well known that information on relative ages is imprinted in chemical

abundance patterns due to the interplay of the specific star formation history

and the timescales for the activation of different nucleosynthetic pathways. The

primary access to this information stems from the measure of [α]-abundances,

which is now feasible for either co-added spectra (Yang et al. 2013) or directly

from high S/N observations of confirmed member stars (Vargas et al. 2013,

2014). This additional chemical information is a key aid in using halo stars to

distinguish between formation scenarios, each of which is expected to yield a

different chemical abundance pattern.

With these four programs adding constraints on the stellar age distribution and

chemical enrichment history in M31’s halo to the already extensive body of work on

the stellar halo, we will obtain the critical missing piece for testing halo formation

models within the context of ΛCDM. In the remainder of this chapter, the details of
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these future efforts, which are expected to be my primary research for the coming

years, will be laid out in detail. Sections 6.3, 6.4, and 6.5 discuss the observations and

techniques required to make these measurements. The proposed program of study

— currently in the third year of data collection — is summarized in Section 6.6,

with comments on its logical expansion in the next era of space and ground based

telescopes.

6.3 Age Distributions from Asymptotic

Giant Branch Stars

The primary avenue for deriving a global mapping of the ADF for the M31 field

capitalizes on the age sensitivity of AGB sub-type in NIR, (J −Ks, Ks) CMDs, as

illustrated in Figure 6.1. Molecular absorption features in the atmospheres of AGB

stars give the NIR CMD strong leverage for distinguishing intermediate age stellar

population from older (& 10 Gyr) and younger (.100 Myr) stars. In the NIR, AGB

stars not only are more separated from the RGB than in the optical, but can also be

separated into sub-types, C vs. O-rich, that are tracers for the mass, and therefore

age, of the AGB population (Marigo et al. 2008). For AGB stars, the J-band (λ ∼

1-2 µm) in particular is dominated by strong molecular absorption features (TiO in

O-rich AGB stars, and CN and C2 in C-rich AGB stars) that are strongly dependent

on the mass of the star. These absorption features vary due to the strength of the

thermal pulses that bring material from the stellar core into the atmosphere. Low-

mass AGB stars have relatively weak pulses that produce limited carbon dredge-up

and, as a result, low-mass AGB stars are bluer and fainter. Medium-mass AGB

stars have more efficient thermal pulsations that do dredge-up significant amounts of
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Fig. 6.1.— Near-infrared (2MASS) color-magnitude diagrams of evolved stars in
the LMC (left panel) and SMC (right panel). The average metallicity of the
LMC and SMC is [Fe/H] ∼ −0.3 and [Fe/H] ∼ −0.7, respectively, and these values
straddle the mean metallicity of the inner (R < 30 kpc) halo of M31. The outer
halo of M31 (R > 30 kpc) is more metal-poor than the SMC and is expected to
be older on average. The colored lines in the left panel show isochrones of different
ages, illustrating the age discrimination power of NIR CMDs; the horizontal dotted
line shows the 3σ limiting magnitude of our proposed NEWFIRM survey. Solid and
dashed lines in the right panel show the rough separation between different categories
of evolved stars of different ages and metallicities (Boyer et al. 2011b).
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carbon, making these stars brighter and redder “carbon” type AGB stars. The most

massive AGB stars undergo “hot bottom burning,” which makes them much brighter

than the other AGB stars, but also prevents effective carbon dredge-up, leaving these

stars blue in NIR colors. (Marigo et al. 2008).

A NIR imaging survey is a very effective means to exploit this age sensitivity of

AGB stars (Figure 6.1). Compared to RGB stars, AGB stars in a stellar system are

more luminous, and thereby become the brightest objects in the NIR CMD. While

in optical CMDs some classes of AGB stars can be distinguished from RGB stars,

there is no discriminating power in optical CMDs to classify — or age — the AGB

population (Marigo et al. 2008). Admittedly, in the NIR there are still many early-

AGB stars that are indistinguishable from the RGB branch, but the AGB stars most

readily identified in NIR CMDs are most interesting from our standpoint: those that

are thermally pulsating, show age (mass) variation, and lie above the TRGB (Boyer

et al. 2011b; Marigo et al. 2008). In NIR CMDS, we expect to be able to differentiate

intermediate-age stellar populations (2 − 10 Gyr) from old stellar populations (> 10

Gyr; see Figure 6.1). This level of age constraint is sufficient to get strong handles on

the questions outlined above. A wide-area, NIR imaging survey is the only reasonable

way to assess the distribution of intermediate-age versus old stellar populations on

the global scale necessary to understand the ADF in the M31 stellar halo.

The “M31-Asymptotic Giant Extended Survey” (M31AGES; Co-PIs P. Guhathakurta

and R. Beaton), begun in fall 2012, has been granted long term status with a total

of 34 nights on the KPNO 4-meter over three M 31 observing seasons. M31AGES is

undertaking a NIR imaging survey with the NEWFIRM infrared imager of 72 fields

spread throughout M31’s halo (Figure 6.2). KPNO/4m+NEWFIRM is an ideal

telescope-instrument combination that balances the complementary needs of field-



321

Fig. 6.2.— Left: Our survey fields (red boxes) against the PAndAS star-count map
(Richardson et al. 2011). We are obtaining NEWFIRM J and Ks images for each
of our 72 fields with existing Mosaic M , T2, and DDO51 imaging. Dashed circles
represent projected distances from M31’s center of 30, 60, 90, 120, and 165 kpc.
Our NEWFIRM survey targets 20 dwarf spheroidals, 2 dwarf ellipticals, M33 and
49 pointings across the M31 stellar halo. Right: Inset comparing Andromeda VII in
NIR (J , top) and optical (≈ V , bottom).
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of-view (28′ × 28′), imaging depth, and image quality that well match the existing

SPLASH KPNO-4m +Mosaic optical survey (FOV = 36′ × 36′). The SPLASH

survey fields (Figure 6.2) were selected to address three primary science categories:

(i) known M31 dSph satellites, (ii) existing halo substructure, and (iii) azimuthal

and radial coverage of the smooth halo that probes the overall stellar content of the

M31 halo to 2/3Rvirial. Our primary goal to reconstruct the age-distribution of the

M31 halo is actually and effort to back out its overall formation history, thus each of

these three sets of fields is crucial to the task because each traces a different stage

of its formation. Since dSphs are objects being accreted into the larger halo, intact

dSphs represent “future” accretion events. Existing substructure, like the GSS and

Streams E and F (Ibata et al. 2007; Tanaka et al. 2010), represent snapshots of ongo-

ing accretion events, whereas the remaining fields, distributed for uniform radial and

azimuthal coverage, probe both the underlying smooth halo (e.g., the ‘in-situ’ halo)

and those accretions that have been fully assimilated into the halo.

The SPLASH and M31AGES footprint balances the complementary needs for

a wide-area survey sampling a range of diverse halo environments with the depth

required to probe the AGB (Figure 6.2). Existing NEWFIRM data obtained with

median seeing (FWHM = 1.05′′) and sky brightness conditions have shown that the

instrument reliably reaches a 3σ detection limit of (J , Ks) = (23.1, 22.0) in our

standard integration times — detection limits are well matched to what is required

to discriminate the old and intermediate stellar populations in the M31 stellar halo

(Figure 6.1) and demonstrated for the M31 satellite Andromeda VII in Figure 6.3.

The combined NIR and optical imaging will allow, for the first time, an estimate

of the age distribution of stars in fields spanning the full extent of M31’s stellar

halo. M31AGES builds on a wealth of data and experience acquired over the past
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decade of M31 studies, and can be integrated into the broader portrait of M31’s

stellar halo already in hand from optical imaging, spectroscopy and high-resolution

models of Milky Way sized galaxies in a Λ-CDM cosmogony. We posit that this

observational program has the potential to not just be a simple incremental increase

in our knowledge of M31’s stellar halo. Rather, they will fill a gap in our current

understanding of how stellar halos form: measurement of the age distribution of halo

stellar populations on a global scale.

6.3.1 Ancillary Benefits of the NEWFIRM Survey

Though our primary goal for obtaining the NIR imaging is the age discrimination

provided by the AGB stars, we accrue several additional benefits of adding these

data to our expansive optical database:

• Improved Isolation of M31 Stars: The surface brightness of M31’s halo is

extremely low at the largest radii (Gilbert et al. 2012), such that the number density

of M31 RGB stars is significantly smaller than that of foreground Milky Way stars

and background galaxies. Background galaxies are removed using morphological cri-

teria. The existing optical observations have been optimized for separating giants in

M31 from foreground dwarf stars in the Milky Way: the M −DDO51 index, in com-

bination with a color tracking stellar effective temperature, is a useful dwarf/giant

discriminant (see Figure 6.3c Majewski et al. 2000). While M − T2 has proven to

be reasonably effective for dwarf/giant separation, an increased color baseline adds

significant discriminant for the separation of the two populations. Adding NIR pho-

tometry for M −Ks colors (≈(V −Ks)) improves Milky Way dwarf star foreground

removal by a factor of three (compare the color axis in panels Figure 6.3c and Figure

6.3d).
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Well-calibrated optical + NIR photometric catalogs are derived for each

of the 72 M 31 halo fields, which, pursuant to the agreement of a NOAO Survey

Program, will be made available to the community at large. M31AGES includes

23 of M31’s dwarf satellites (20 dSphs, 2 dEs, 1 dSpiral). The released photometry

is an invaluable resource for identifying RGB stars in these low surface brightness

galaxies. Substructure resulting from mergers is most clearly seen in phase space,

which requires measurement of velocities. The optical + NIR catalogs will allow

us and the community at large the ability to identify a pure sample of M31 red

giants to make the most efficient use of precious 8-10m telescope time for follow-

up spectroscopy. The Milky Way foreground star catalog will be interesting in its

own right for studying the Galactic structure. The study of the M31 halo by our

survey complements the study of the M31 disk by the Local Group Survey and the

Panchromatic Hubble Andromeda Treasury (PHAT) multi-cycle HST program. We

will doubtless find many other unexpected uses for our photometric catalog.

• Improved Estimates of Teff for Individual Stars: The SPLASH project

has undertaken an extensive spectroscopic survey of RGB stars. Although individual

RGB spectra lack the S/N needed to measure the abundance of α-elements, we have

had success in measuring the average [α/Fe] of co-added spectra of groups of stars

(Cheng et al. 2012; Guhathakurta et al. 2012; Yang et al. 2013). [α/Fe] traces the

relative previous enrichment from Type Ia versus Type II supernovae and is a crucial

component of chemical tagging studies. In tidal debris streams, a measurement of the

α-abundance can provide a rough estimate of the timescale between the onset and

cessation of star formation in the satellite, and can thus provide an estimate of the

time of infall into the M31 system. Measuring [α/Fe] from co-added spectra works

best when stars within a narrow range of metallicities and ages are co-added. The
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Fig. 6.3.— Example of optical (left) and merged optical+near-infrared (right) data
for Andromeda VII (b = − 10◦). (a) the optical SPLASH (M ,M − T2) CMD is
compared to (b) the optical+NIR CMD (M ,M−Ks). (c), the Washington+DDO51
dwarf/giant separation technique is demonstrated (Majewski et al. 2000) and (d)
demonstrates improved dwarf/giant separation due to increased temperature sensi-
tivity of the M − Ks color (note that while the color axis has greatly expanded,
the average photometric color error is the same in both diagrams). In each panel,
we highlight: (i) the Milky Way foreground sequence (blue), (ii) RGB isolation via
Majewski et al. (2000) (black), and (iii) OPT+NIR AGB identification following the
example Cioni & Habing (2003) for the LMC (orange).
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NIR based stellar age estimates will also improve our grouping of similar stars for

spectral co-addition. Most importantly, the proposed NIR observations will allow us

to measure precise Teff for individual stars from M − Ks colors (compare the axes

on the left and right panels of Figure 6.3). Precise knowledge of Teff is critical

for abundance determination; we currently estimate Teff from the M,T2 photometry

(Figure 6.3a). However, V −K color (≈ (M−Ks)) has long been the gold standard for

measuring Teff , and will significantly improve our ability to make accurate abundance

estimates (Figure 6.3b).

• Lower Dust Sensitivity in CMDs: Currently, low-spatial resolution (Schlegel

et al. 1998) dust maps are used to estimate the foreground Milky Way reddening

correction for each SPLASH pointing. Less dust-sensitive NIR CMDs will reduce

systematic uncertainties in comparing CMDs to theoretical isochrones, from which

photometric metallicities are derived. Additionally, the NIR imaging can be combined

with Spitzer+IRAC imaging for the M31 satellites to derive the total line-of-sight

reddening to individual stars using Majewski et al. ’s RJCE technique (Majewski et al.

2011; Nidever et al. 2012) and estimate the mean internal reddening for each satellites.

Deep IRAC photometry of the M31 dSph population, suitable for application of

RJCE, is already being obtained (Boyer et al. 2011a, 2012).

• Insight into Foreground Milky Way Substructure: Our observational pro-

gram includes a plan for taking NIR images with a large dynamic range in the final

photometry — spanning the bright limit of very short exposures to the depth required

for our CMDs. The bright end of this range permits ancillary studies of foreground

Milky Way substructure — in particular the Triangulum-Andromeda overdensity that

spans the full spatial range of the SPLASH footprint (Majewski et al. 2004; Rocha-

Pinto et al. 2004; Sheffield et al. 2014; Deason et al. 2014).
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6.4 Age Distributions in M31 Satellites from Anoma-

lous Cepheids

Intrinsically low-luminosity objects, like dSphs, present significant challenges to anal-

ysis of their star formation histories because not all phases of stellar evolution are

well sampled in their CMD and even those present are often swamped by foreground

(Milky Way) or background (M31 stellar halo, unresolved galaxies) contaminants.

Luminous variable stars, however, represent unambiguous indicators of specifically-

aged, otherwise indiscernible populations in a stellar system; more specifically, the

color magnitude signatures of stellar populations tend to be dominated, in num-

ber, by the most massive star forming events and can swamp signatures of smaller

bursts that are important for the work presented here. Even in well-studied sys-

tems like the Large Magellanic Cloud (LMC), such tracers have proven invaluable for

proper reconstruction of the SFH (Fiorentino & Monelli 2012). At M31 distances, the

Cepheid-type variables are particularly useful due to their intrinsic luminosity — sev-

eral magnitudes brighter than the horizontal branch (HB) — and can be efficiently

photometered from the ground — unlike RR Lyrae which require HST temporal

monitoring at M31 distance (Sandage & Tammann 2006; Mateo et al. 1995). More-

over, unlike RR Lyrae, the Cepheid-type variables can be found in intermediate to

young (< 8 Gyr) populations and have observable properties — period (P ), lumi-

nosity (M), color, variability amplitude (A) – that can be used to classify Cepheid

sub-types correlated to the mass/age and metallicity of the parent stellar population

(Sandage & Tammann 2006; Wallerstein 2002). Of key interest for the work proposed

here are the low metallicity (Z < 0.0001) Cepheids typified by RR Lyrae-like periods

(0.3 ≤ PAC ≤ 2.0), but with luminosities several magnitudes brighter than RR Lyrae.
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There are two well-classified sub-types: the short-period Classical Cepheids (s-pCC),

which are from young (< 1 Gyr) populations, and Anomalous Cepheids (Anoma-

lous Cepheids), which trace either old (> 10 Gyr) or intermediate age (1 − 10 Gyr)

populations (Gallart et al. 2004).

While relatively rare, Anomalous Cepheids have been found in all dwarf galaxies

that have been monitored for variable stars (Pritzl et al. 2005), with virtually all of

the ∼200 known Anomalous Cepheids being members of LG dwarf galaxies (Pritzl

et al. 2002; Sandage & Tammann 2006; Gallart et al. 2004; Clementini et al. 2012;

Fiorentino & Monelli 2012). Only one Anomalous Cepheid has been identified in a

globular cluster, that being NGC 5466 (Zinn & King 1982). Generally the Anoma-

lous Cepheids are metal-poor, helium-burning stars with 1.5 ≤ MV ≤ 0.5 (Bono

et al. 1997). Theoretical investigations into the origins of Anomalous Cepheids indi-

cate these stars are either (1) evolved, intermediate-age (< 5 Gyr) stars, or (2) the

evolved products of mass transfer in old (> 10 Gyr) binary systems, but with no

definitive means to distinguish either mechanism (Bono et al. 1997). Nevertheless, the

observational evidence better supports the interpretation that Anomalous Cepheids

are metal-poor, intermediate age variables: (1) the spatial distribution of Anomalous

Cepheids in the LMC shows they are not coincident with the older stellar populations

(Fiorentino & Monelli 2012), (2) high-resolution spectroscopy of the star in NGC5466,

the Anomalous Cepheid most likely to be formed by a binary mass transfer scenario,

has found no evidence to support the binary merger origin (McCarthy & Nemec 1997),

and (3) no Anomalous Cepheids have been found in any other system comprised of

only an old stellar population (> 12 Gyr).

Thus, it appears that Anomalous Cepheids may be an ideal tracer of intermediate

aged populations, at least for the M31 dwarf spheroidal satellites. As mentioned,
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Fig. 6.4.— a) Observed specific frequency, logS, of Anomalous Cepheids in dSph
systems as a function of total V magnitude (i) and mean [Fe/H] (ii). Empirical
relationships are fit to the data (Pritzl et al. 2002). Predicted number of Anomalous
Cepheids in M31 dSphs based on MV (iii) and mean [Fe/H] (iv) (McConnachie
2012). b) Period-Luminosity relationship (PL) for confirmed Anomalous Cepheids
in the Local Group. This figure includes the compilation of Milky Way data (Pritzl
et al. 2002) (blue), M31 data for And01, And03, And02 and And06 (green) and data
for Leo T (red) (Pritzl et al. 2002; Gallart et al. 2004). In comparison to theoretical
predictions, the scatter is attributed to the mass of each individual star. Masses,
however, can be derived through period-magnitude-amplitude and period-magnitude-
color relationships derived from theoretical modelling.
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Fig. 5.4.— cont. b) Period-Luminosity relationship (PL) for confirmed Anomalous
Cepheids in the Local Group. This figure includes the compilation of Milky Way data
(Pritzl et al. 2002) (blue), M31 data for And01, And03, And02 and And06 (green)
and data for Leo T (red) (Pritzl et al. 2002; Gallart et al. 2004). In comparison to
theoretical predictions, the scatter is attributed to the mass of each individual star.
Masses, however, can be derived through period-magnitude-amplitude and period-
magnitude-color relationships derived from theoretical modelling.
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Fig. 6.5.— Top: Example Keck+DEIMOS spectrum for a single star in Draco (black)
compared to its best fit spectral synthesis model (blue). Bottom: Co-added spec-
trum for five individual RGB stars in Draco (black) as compared to the best fit
synthetic spectrum (red) (Yang et al. 2013). Regions of the spectrum found to bias
the measurement technique are masked. A key part of this process is estimating the
temperature (Teff) and surface gravity (log(g)) of individual stars from photometry
in order to co-add stars with similar physical characteristics.
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Anomalous Cepheids have been found in all dSph galaxies searched for variable stars

and, as shown in Figure 6.4a, the specific frequency of Anomalous Cepheids (num-

ber per 105L⊙) is inversely correlated with dSph luminosity (MV ) and mean [Fe/H]

(Pritzl et al. 2002). In the bottom panels of Figure 6.4a, relationships derived in the

top panels are applied to M31 dSphs using the most recent estimates of their total

luminosity and [Fe/H] (McConnachie 2012), and show that non-negligible samples of

Anomalous Cepheids are expected in M31 satellites, though the two predictive mea-

sures differ on the specific numbers for each. Though Anomalous Cepheids have been

identified in four of the M31 dSphs through HST imaging, the total areas surveyed

represent small fractions of the total dSph (Pritzl et al. 2002, 2004, 2005) so that

proportionally more Anomalous Cepheids can be found with full area coverage for

these systems.

Identification of Anomalous Cepheids in the M31 dSphs and defining their light-

curves requires further optical observations with proper time series cadences; mean-

while, because Anomalous Cepheid light curve amplitudes in the NIR are well below

the photometric measurement accuracy, the NIR data (from our NEWFIRM survey)

yield mean, static luminosities. Based on mean intrinsic Anomalous Cepheid lumi-

nosities (Figure 6.4b), the distance modulus to M31 (µ=24.4), and the projected

radius of the M31 stellar halo (R ∼ 200 kpc, or µ ± 0.4) the mean apparent V mag-

nitude of M31 Anomalous Cepheids range over 22.5 ≤ VAC ≤ 25.2, with variability

at the level of ∼ 0.5 magnitudes. In good conditions, V ∼ 25.0 is reliably attained

in 900s exposures with 4-meter class telescopes. With careful consideration given to

proper time sampling cadence for these short-period variables, optical light curves

can be obtained with only modest amounts telescope time.

KPNO 4-meter + Mosaic Variable Search: Complementing the NIR imaging
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program is a proposed search for Anomalous Cepheids in M31 satellites. Though tiny

Anomalous Cepheid light variations make them precise standard candles at NIR wave-

lengths, the large optical light-curve amplitudes are needed to identify the Anomalous

Cepheids and derive their periods. Guided by a previous, small area survey of four

M31 dSphs (Pritzl et al. 2002, 2004, 2005), appropriate time series V imaging can be

pursued. With typical Anomalous Cepheid periods of ∼1 day, the necessary data for

all dSphs in this program can easily be collected with only moderate observational

resources. A total of six nights were awarded on the KPNO-4m + MOSAIC in 2014B

for this project with 50% of the allocated time lost to weather. Additional epochs

were obtained for each of the twenty dSphs allowing for the identification of variable

candidates to strengthen future proposals. By folding in the wealth of archival data

on these objects in public (NOAO, CFHT, etc ..) and private (LBT) archives, it may

be possible to produce rudimentary light curves without additional data collection.

Identification & Characterization of Variable Stars: Once the necessary op-

tical observations are acquired, the image processing and photometric techniques de-

veloped for the optical SPLASH survey can be applied to the images. Variable stars

can be identified from time series photometric catalogs using the Welch-Stetson vari-

ability index (Welch & Stetson 1993), which is sufficiently robust to work at or near

the limiting magnitude of a photometric catalog and is adopted in similar searches

for variable stars Pritzl et al. (2002, 2004, 2005). Light curves, from which pulsation

modes can be determined, will be fit to derive periods and amplitudes using methods

developed by Layden et al. (2000). The physical parameters of the variable stars

can be derived using the NIR magnitudes, which better approximate the static lumi-

nosity, using theoretical Period-Magnitude-Amplitude and Period-Magnitude-Color

relationships (Caputo et al. 2004; Marconi et al. 2004; Fiorentino et al. 2006).
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The observed period-luminosity relationship (PLR) is reproduced in Figure 6.4b

for those 50 stars with well constrained pulsation modes, separated into fundamental

or first overtone (Pritzl et al. 2002). The scatter in Figure 6.4b is comparable to

the scatter in the stellar mass of individual Anomalous Cepheids and observational

errors for the mean optical magnitude (Fiorentino et al. 2006). Pulsation mode can-

not always be determined from the light curve alone (Bono et al. 1997; Fiorentino

et al. 2006), but the two modes separate rather cleanly in the PLR diagram. Once

identified, masses of individual stars can be derived from the theoretical period-

magnitude-amplitude (PMA) and period-magnitude-color relationships (PMC) for

the given pulsation mode (Caputo et al. 2004; Marconi et al. 2004; Fiorentino et al.

2006). These relationships exist for both optical and NIR bands and with our com-

bined optical+NIR data we will be able to average estimates from multiple PMA

and PMC relationships to reduce observational scatter. Derived masses for these He-

burning stars, in turn, when combined with our additional constraints (photometric

and spectroscopic) on metallicity in these dSphs, provide strong indicators of the ages

of these stars and the star formation episode they represent in their parent system.

6.5 Age Distributions by Breaking the

RGB Age/Metallicity Degeneracy and

Relative Age Distributions

from [α/Fe]-[Fe/H] Patterns

There are degeneracies in determining the star formation history of any mixed-age

stellar population via photometry alone. Stars with different ages and metalicities
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inhabit the same area of color-magnitude space, even for multi-band photometry

with a large color separation. A complete sample of stars with spectroscopically-

determined metalicities can break this degeneracy, however, obtaining such a sample

is prohibitively expensive. For example, while the deepest photometry available for

the M31 satellites extends to stars with R ∼ 25 the deepest spectroscopy performed

with the largest telescopes are three full magnitudes brighter (R ∼ 22). While a

complete spectroscopic sample is not feasible for the proposed photometric survey,

it is possible to determine spectroscopic metalicities for representative subsamples

in these systems. To two novel techniques are now applicable to our work in the

M 31 halo: (i) abundances determined from medium resolution spectroscopy, and

(ii) abundances determined from co-added low resolution spectroscopy.

Photometric age measurements using RGB stars are limited in precision due to

the age-metallicity degeneracy in the RGB branch. An increase (decrease) in metal

abundance can mimic a larger (smaller) age for a stellar population. Using the spec-

troscopic data outlined above, we will construct metallicity distribution functions for

these dSphs, thereby breaking the degeneracy inherent in photometrically-derived

ages. The [α/Fe] measurements will enhance our understanding of internal chemical

evolution in each dSph, because elemental abundances are an archaeological record of

past star formation (Freeman & Bland-Hawthorn 2002). For example, the presence

of solar-level (∼ 0.0) [α/Fe] abundance ratios is indicative of a stellar population

that undergoes internal chemical enrichment in a timescale at least as long as the

minimum time delay for the production of Type Ia SNe, between 50−500 Myr af-

ter the onset of star formation. A large number of [Fe/H] and [α/Fe] measurements

are now available for Milky Way dSphs. By comparing the distribution of stars in

[α/Fe]-[Fe/H] space between the M31 and Milky Way dSphs, it will also be possible
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to place the first constraints on the degree of similarity in chemical evolution between

the member dSphs of the satellite systems of both galaxies.

Medium Resolution Spectroscopy: We are in a unique position to measure

spectroscopic metalicities of individual M31 stars. Stars at M31 distance are in-

accessible to traditional metallicity measurements via high resolution spectroscopy

(R>20,000), and while it is possible to obtain higher S/N spectra of M31 stars via

medium resolution spectroscopy (R∼5000), in the past these data have been used

only to determine crude metallicities via integrated line widths. Kirby et al. (2008,

2011b,a) developed a spectral synthesis technique for medium resolution spectra that

directly estimates [Fe/H] and abundances of four α-elements. Vargas et al. (2014)

adapted this technique to measure abundances of stars in the M31 dwarf satellites

by obtaining high S/N spectroscopy of confirmed satellite members in the SPLASH

datasets (Tollerud et al. 2012). Application of this technique to such faint stars re-

quires spectra with S/N> 20Å
−1

, corresponding to roughly 3-6 hours of exposure

time with the Keck/DEIMOS spectrograph.

The technique consists of a pixel-by-pixel matching between stellar spectra of

RGB stars and a finely-spaced grid of synthetic spectra optimized for our spectral

wavelength range. We measure [Fe/H] (our proxy for stellar metallicity) and [α/Fe]

abundances ratios ([Mg/Fe], [Si/Fe], [Ca/Fe], [Ti/Fe]) by finding the best-matching

synthetic spectrum to the data in the χ2 sense, using only the wavelength regions

sensitive to a particular element. This has been calibrated and tested extensively

using measurements of stars with prior high-resolution chemical abundances, ensuring

we can obtain accurate chemical information for spectra with S/N & 15 Å−1 (Vargas

et al. 2014). We have recently obtained a large number of Keck/DEIMOS spectra with

sufficient S/N for determining spectroscopic metallicities and α-element abundances
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in six M31 dSphs (And V, And VII, And X, And XI, and And XVI, And XIX) and a

handful of individual M31 halo stars. The dataset includes 120 previously-confirmed

satellite members and 130 new candidates selected from their CMD position. After

accounting for radial velocity contaminants in the newly acquired data, we anticipate

a sample of ∼ 170 metallicity and [α/Fe] measurements.

Co-Added Spectroscopy: An alternate to obtaining additional exposure time is

to boost the total spectral S/N via the co-addition of the spectra of groups of “like”

stars, where such groups are defined based on radial velocity membership in a given

dSph satellite and proximity to an isochrone of a particular metallicity/age in the

CMD. Tests using co-added spectra of Milky Way RGB stars of known [Fe/H] and

[α/Fe] look very promising (an example is given in Figure 6.5) and indicate that it

should be possible to derive detailed (but ensemble-averaged) chemical abundances

for specific subpopulations in M31 and its satellites (Yang et al. 2013). This work will

benefit from the new NEWFIRM survey due to the increased temperature sensitivity

of the V −Ks color.

The primary goal of the existing SPLASH spectroscopic database was to acquire

line-of-sight velocity information required to resolve M31 kinematical components.

These data, however, are of insufficient S/N to derive robust chemical abundances.

though they do form the backbone of the star selection required for this aspect of the

project.

6.6 Summary

In this chapter, we have placed the results of this thesis into the broader context of the

SPLASH goal to characterize the stellar halo of M 31 using old stellar populations as

the primary tracer. In many aspects, this work completes the immediate goals for first
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generation explorations of the M 31 stellar halo, which will be surpassed by deeper

wide-field observations, both with PAndAS and the proposed survey with Subaru.

Not only have we probed the halo by building samples of high likelihood member

stars, we have begun to probe its dynamics to large projected radii (Rproj ∼ 165

kpc), which will permit the first truly global kinematic exploration of a stellar halo

at large radii.

In this chapter, we also motivate the questions to be posed for second genera-

tion surveys of the M 31 stellar halo, which have the potential to truly transform

our understanding of its formation. By constraining the ages and chemistries of the

stellar populations in M 31 stellar halo, the global age fraction distribution and mean

chemical evolution histories provide meaningful probes of the total formation history

of M 31, not just in satellite accretion, but also from ‘in-situ’ and kicked-out mecha-

nisms. Moreover, the age and chemical distributions start to tease out the progenitor

properties for the fraction of accreted stars. In combination with more detailed work

ongoing for the Milky Way (e.g., APOGEE and GAIA Zasowski et al. 2013), it is fea-

sible to have the basic parameters of the two closest large galaxy halos characterized

on a timescale appropriate for the era of 30-meter class telescopes, whose combined

collecting area and potential for high resolution large field-of-view, will permit de-

tailed study of the halos for other large galaxies in the Local Volume, to truly probe

the universality of stellar halo structures and properties, and constrain the role of

Λ-CDM in halo, and by proxy, galaxy formation.

The primary observational data product for these efforts are NIR imaging, in

which evolved AGB stars, typically confused with the RGB in optical colors, have

unique signatures by their mass (or age). This is the first large area probe of this

nature and to this depth – albeit, a natural extension of the 2MASS 6X survey that



339

revealed previously “hidden” structure in the M 31 bar, bulge, and disk (?Beaton

et al. 2007). The M 31AGES program, however, suffers from one major drawback:

observational programs of this nature are difficult to carry out from the ground en

masse, owing to the dominance of emission from the sky occurring for these wave-

lengths. Thus, to date this technique has only been applied to the SMC, LMC, and

our pencil-beam survey of M 31. Expansion much beyond these initial probes is lim-

ited both by seeing, the lack of wide-field NIR instruments, and the overall sensitivity

that can be obtained from the ground, even in our long integrations.

The wide field, high resolution, and sensitivity of the proposed WFIRST-ATCA

mission makes it uniquely poised to survey the halos of nearby galaxies in the near-

infrared. A sample such as that of the Local Volume Legacy Survey (LVLS) — all

galaxies within 3.5 Mpc and all S/Irr within 11 Mpc — would be complemented by

the addition of the NIR imaging to the existing sample of ground and space based UV,

optical, and MIR. Thus, WFIRST-ATCA can not only build the first large sample of

global stellar halo properties via the red giant branch (overall size, surface brightness

profile, shape, etc.), but can also produce the first age-distribution sample via the

AGB/RGB fraction. Such a dataset will be sufficient to provide crucial observational

feedback to fine-tune state-of-the-art galaxy formation simulations for the relative

contribution of halo formation mechanisms. Moreover, with a representative sample

of galaxies — even in integrated light — we can begin to connect accretion histories

to current disk structure, probing the basic “nature” versus “nurture” questions being

asked for the Milky Way in terms of resolved stellar populations. In the meantime,

surveys like M 31AGES demonstrate the efficacy of using NIR passbands to gain

additional leverage on the most pressing questions of hierarchical mass assembly for

Milky Way sized galaxies.
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Gänsicke, B. T., Gates, E., Gillespie, B., Glazebrook, K., Gray, J., Grebel, E. K.,

340



341

Gunn, J. E., Gurbani, V. K., Hall, P. B., Harding, P., Harvanek, M., Hawley, S. L.,

Hayes, J., Heckman, T. M., Hendry, J. S., Hindsley, R. B., Hirata, C. M., Hogan,

C. J., Hogg, D. W., Hyde, J. B., Ichikawa, S.-i., Ivezić, Ž., Jester, S., Johnson, J. A.,
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343

Petitjean, P., Pfaffenberger, R., Pforr, J., Phleps, S., Pichon, C., Pieri, M. M.,

Prada, F., Price-Whelan, A. M., Raddick, M. J., Ramos, B. H. F., Reylé, C., Rich,
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J. A., Aloisi, A., Macciò, A. V., Gallego-Laborda, J., Brodie, J. P., & Merrifield,

M. R. 2012, ApJ, 748, L24



361

Mateo, M., Fischer, P., & Krzeminski, W. 1995, AJ, 110, 2166

Mateo, M. L. 1998, ARA&A, 36, 435

Mathewson, D. S., Schwarz, M. P., & Murray, J. D. 1977, ApJ, 217, L5

Mauron, N., Azzopardi, M., Gigoyan, K., & Kendall, T. R. 2004, A&A, 418, 77

McCarthy, I. G., Font, A. S., Crain, R. A., Deason, A. J., Schaye, J., & Theuns, T.

2012, MNRAS, 420, 2245

McCarthy, J. K. & Nemec, J. M. 1997, ApJ, 482, 203

McConnachie, A. W. 2012, AJ, 144, 4

McConnachie, A. W., Irwin, M. J., Ibata, R. A., Dubinski, J., Widrow, L. M., Martin,
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Sijacki, D., Vogelsberger, M., Kereš, D., Springel, V., & Hernquist, L. 2012, MNRAS,

424, 2999

Simon, J. D. & Geha, M. 2007, ApJ, 670, 313

Skillman, E. D. 1989, ApJ, 347, 883

Slater, C. T., Bell, E. F., & Martin, N. F. 2011, ApJ, 742, L14

Slipher, V. M. 1914, Popular Astronomy, 22, 19

Smith, H. 2003, MNRAS, 338, 891

Sohn, S. T., Anderson, J., & van der Marel, R. P. 2012, ApJ, 753, 7
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