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 Introduction 

 Detailed and comprehensive data collection has become pervasive in nearly every sector 

 imaginable. Storing and retrieving useful insight from this data is the challenge of “big data.” A 

 central task in maintaining such sheer quantity and diversity of data is organizing and unifying it. 

 Data fragmentation and lack of unification can limit usability of data and cause severe security 

 vulnerabilities (Gibbs et al., 2002). This issue is particularly important in environments where 

 security and safety are critical, such as when dealing with financial or health data. When data is 

 stored in very disparate systems, called data silos, and protected under inconsistent security 

 standards, information that can be used to rapidly detect security breaches is inefficiently used 

 (ThreatConnect, n.d.). Sensitive data also becomes vulnerable to unauthorized access from 

 multiple, insecure endpoints. Both issues can be alleviated by data unification. 

 Data unification refers to the consolidation of different types of data often stored in 

 separate virtual or physical databases into a single, accessible source. As data collection and 

 storage systems have matured in recent years, data unification has become both increasingly 

 difficult and more important to enforce—systems that were designed incrementally and 

 independently become resistant to unification. Redesigning or merging these systems can be 

 expensive and complex—but maintaining fragmented databases is very expensive in itself 

 (Mallikarjuna, 2020). Financial companies in particular have struggled with the costs of data 

 fragmentation especially as they have become popular targets for cyber attacks. Cyber attacks 

 can be extremely costly with legal penalties and damage to reputation, both costs that are 

 exceptionally high for financial companies (Mallikarjuna, 2020). 

 Data unification becomes even more complicated with the movement of data to cloud 

 storage and computing providers like Amazon Web Services (AWS) and Microsoft Azure. With 
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 the addition of another third-party entity involved in the storage and access of data, more 

 endpoints vulnerable to attack are opened. The increasing prevalence of big data in tandem with 

 cloud computing introduces a worsening data management environment for cybersecurity 

 (Campos, 2016). Along with this trend has come a string of high-profile and extremely costly 

 data breaches at financial institutions in the past few years. 

 An instructive example is that of Capital One’s data breach in 2019, which occurred 

 during March but was not detected until July 19 (Capital One, 2022). The case of Capital One’s 

 breach touches on many of the broader patterns in data management and the problems that they 

 pose. Since 2014, Capital One has been prioritizing a “serverless” architecture for their services 

 by moving all data and computation to the Amazon Web Services cloud platform (Novaes Neto 

 et al., 2020). Capital One completed this migration in 2020, closing its last data center and 

 becoming the first US bank to move completely to the cloud (Amazon Web Services, 2020). This 

 milestone was achieved nearly a year after the data breach in 2019, which occurred when an 

 ex-AWS employee gained unauthorized access to Capital One and many other institutions’ data 

 hosted by AWS by exploiting a firewall misconfiguration (Novaes Neto et al., 2020). Some 

 estimates place the total cost of the breach to Capital One at $500 million (Lu, 2019). The data 

 breach was a result of increased attack space due to Capital One’s reliance on cloud services, 

 inconsistent security standards implemented across data stores, and insufficient monitoring and 

 analysis of network and database sensor data. Data unification is critical in solving all these 

 factors and will need to be a priority for companies and institutions to prevent data breaches in 

 the future. 

 Cybersecurity Data Unification 
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 Like many companies, Capital One employs a dedicated cybersecurity team to prevent 

 and respond to cyber attacks. Cyber teams rely on data collected from a diverse array of sensors 

 and sources including both automated software tools and manual generation by associates. 

 Automated software includes built-in monitoring tools that record and analyze access to the 

 company’s networks and logins to services both internal and third-party. This automatic 

 collection of data is necessary for both algorithmic detection of insecure and malicious activity 

 as well as detection by analysts in a cybersecurity operations center (Vieira et al., 2020). This 

 data is the frontline defense for companies, as it can potentially allow for rapid detection and 

 response to incoming threats. The data can also be a liability, as security-critical information 

 collected internally can also be a prime target for attackers (Rawat et al., 2021). 

 Non-sensitive cybersecurity information like news reports of cyberattacks or newly 

 established cybersecurity guidelines are also critical for the overall security of a company. This 

 information needs to be organized and easily accessible for all employees, not just those that 

 work directly with critical data and systems. Human-error, especially by those not formally 

 trained in cybersecurity, is a significant cause of data breaches and can be mitigated by 

 increasing awareness and knowledge of the general cybersecurity space (Coffey, 2017). 

 At Capital One, both sensitive and non-sensitive cybersecurity information can be 

 accessed by associates using internal websites. One website may provide access to both types of 

 data, prompting the need for strict access controls to ensure that only authorized users may view 

 more sensitive information. For internal cybersecurity analysts and other privileged users, 

 efficiently accessing and filtering information on these sites can be an important element of their 

 everyday job. For employees in unrelated fields, being able to find information quickly and 

 conveniently is critical to promote general awareness about cybersecurity developments and 
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 practices. However, many of these sites do not provide that level of power and ease of use, 

 especially when the site must coalesce data of many different sources, types, and access controls. 

 In one case, data of different types were isolated to separate pages on the site, with no way to 

 search for general keywords or subjects across types. For instance, it was not possible to retrieve 

 information about both threat actors from China at the same time as cyber incidents involving 

 China. While at Capital One, I worked to unify disparate types of data on one of these internal 

 websites into a single endpoint that could be used by both associates in all levels and roles. This 

 project included a powerful search engine that could access every data record stored by the site 

 and unify it into a single view where results could be sorted and filtered. By implementing strict 

 access controls, the feature could be a central repository for associates across the entire company. 

 Unifying the data on the site would increase the productivity of associates who use the site, 

 potentially allowing them to better detect and analyze security risks and generally increasing 

 security literacy across the organization. This will allow data to be used more proactively and 

 defensively in preventing cyber attacks (Vieira et al., 2020). This project can also aid in 

 supporting Capital One’s compliance with cybersecurity reporting requirements that have been 

 established and strengthened since its 2019 breach (Gibbs et al., 2002; Novaes et al., 2020). 

 At Capital One and other companies, various entities including people, systems, and 

 organizations are involved in the production and consumption of just as many different types of 

 data. Innovation and change are needed to improve this complex relationship, but change can 

 also be costly and confusing. The success of the feature I developed also depends on its ability to 

 harmonize the different relationships between each of those entities without disrupting the 

 established flow of data between them. 
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 Actor Network Theory in Data Creation, Consumption, and Management 

 Actor Network Theory, as proposed by Bruno Latour (1992), can be used to understand 

 the social groups and technologies involved in data unification. Actor Network Theory argues 

 that technology is shaped through the interactions between people, institutions, and the 

 technology itself. In the case of data unification, these actors may generate data that others 

 consume as well as consume data that other actors generate, creating a complex network where 

 data of different types and uses flow between nodes. Between the technical and non-technical 

 actors, tasks and responsibilities can be delegated to technology or prescribed back to the 

 humans, creating a web of information flow between people and computers. Within an institution 

 or company, data may be collected, stored, and retrieved by both human associates and 

 computers. Cybersecurity analysts monitor incoming data regarding cybersecurity-critical 

 actions like logins and access tokens and analyze this information to create new data like reports 

 and alerts. Non-cyber associates may search for and retrieve information like internal risk 

 reports, news articles, and blog posts. Automated systems process data to detect and remedy 

 abnormalities and potential cyber attacks. Customers and users generate sensitive data and 

 personal information that is stored by financial institutions. As data storage and computing 

 services move to third-party cloud providers, these providers also enter the network of data 

 stored and used by financial institutions. Finally, governments and agencies regulate the ways 

 companies and employees can access and store data as well as the technical systems themselves. 

 The ways in which these actors interact with each other are mediated by the successes and 

 failures of existing technology. 

 The main goal of data unification is to increase the efficiency of processing and analyzing 

 the data. Thanks to the rapidly increasing sophistication and scale of computing technology, it is 
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 no longer feasible for humans to sort and organize massive amounts of data. Data unification 

 involves creating technical systems including databases and their supporting tools that can 

 understand data at a high enough level to link together different types of data and structure them 

 into a single conceptual and virtual database. Thus, data unification aims to delegate the 

 responsibility of organizing and maintaining data to technical systems, rather than human 

 cybersecurity analysts or staff more generally (Stonebraker, 2017). In response, technology 

 prescribes certain responsibilities back to humans. For instance, data that is manually entered 

 into a data store, such as cybersecurity event alerts submitted by cyber analysts, must be 

 formatted correctly with certain fields present to be processed by the technical system. If data 

 doesn’t comply with the specifications set by the technical system’s understanding of different 

 types of data, the system will be unable to process it and enter it into the database. Depending on 

 the complexity of this data handoff between human and computer, the technology may 

 discriminate based on the user’s familiarity with computer systems and programming. A 

 well-designed and accessible system for entering data can be used by any employee in a 

 company, whereas more arcane systems may require knowledge of data formatting languages 

 like JSON or XML. The balance between what is delegated to technology and what is prescribed 

 to humans determines this discrimination, but such a compromise is unavoidable. Thus, in the 

 process of creating a structured and orderly database, some structure must be created by humans, 

 and some by technology. 

 The idea of delegation of responsibilities is a very useful framework for examining the 

 relationships between other actors as well. The migration of internal data centers to cloud 

 providers, like that completed by Capital One, involves a delegation of physical systems to 

 companies that specialize in data storage. In response, the cloud provider is responsible for 
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 creating secure endpoints where companies like Capital One can develop tools and access data. 

 This delegation is a result of industry specialization to increase efficiency and ease of use (Tak et 

 al., 2011). It also represents some level of data unification under more consistent storage 

 practices by a third-party, but creates corresponding security risks as well. The movement to 

 cloud providers has spawned a lucrative industry—with a market size of $368.97 billion in 2021 

 (Grand View Research, 2021)—for big, centralized providers like Amazon Web Services and 

 Microsoft Azure. Companies like Capital One, in contrast, have shuttered their data centers. 

 The relationship between companies, consumers, and governments can also be 

 characterized by delegation and prescription. Consumers are expected to assign away certain 

 rights to their data when agreeing to privacy policies and benefiting from the services provided 

 by companies (Palmieri III, 2019). Whether or not potential users agree to the policy leads to an 

 implicit negotiation between the benefits of the company’s services and the costs of lost privacy 

 and potential data leaks. Whether or not companies are liable for misuse of that data, and to what 

 degree, is highly variable depending on the jurisdiction. The policies of the United States, 

 European Union, and China all vary significantly in their level of responsibility delegated to the 

 company (Palmieri III, 2019). Different methods of regulation have different advantages and 

 disadvantages which can depend on the social norms established by law and by custom 

 (Martínez-Martínez, 2020). Private companies may resist the regulatory relationship with 

 governments to reduce their liability for cyber attacks and data breaches (Peng, 2018), creating a 

 potentially adversarial relationship between these two actors. 

 Technology in data unification must establish its own delegated and prescribed 

 responsibilities as well as manage the relationships between other actors. For instance, 

 government regulation of private companies often includes data reporting requirements that 
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 depend on the data collection and organization of the technical system. Data unification can 

 define and change the relationships between technology, people, and institutions. 

 Research Question and Methods 

 How has lack of data unification in financial institutions and companies influenced their 

 vulnerability to cyber attacks and compliance with cybersecurity regulation? This question is 

 critically important for organizations of all kinds facing increased aggression and crime in 

 cyberspace. Data is currency, and financial and health data are gold mines for cyber criminals in 

 an underground market (Wirth, 2017). As a result, financial institutions and companies are a 

 major target for cyberattacks—and are liable to lose substantial amounts of money if their data is 

 improperly protected. An increasingly global and complex Data unification is a crucial element 

 of successful cyber defense as data proliferates. To investigate the current state of data 

 unification in cybersecurity, its impact on past cyber breaches, and identify areas of potential 

 improvement, I will use a combination of interviews and case studies in my paper. Specifically, I 

 will interview staff in the University of Virginia’s (UVA) Information Security office regarding 

 UVA’s past security incidents and current cybersecurity strategies. To the extent possible, I will 

 aim to understand the types of data UVA collects on its students, faculty, and staff, how that data 

 is stored, how it is accessed, how it is protected, and which laws regulate these processes. 

 Additionally, I will inquire about UVA’s history with data breaches, including the 2015 hack 

 allegedly by Chinese attackers, 2016 phishing breach, and 2018 health system data breach. 

 In addition to interviews, I will conduct case studies on past cyberattacks on financial 

 institutions and companies including Capital One in 2019 and Equifax in 2017. These 

 high-profile cases have been studied heavily and have more publicly available information about 
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 them. These case studies will focus on the organization that suffered from the hack rather than 

 the attackers and investigate which data management weaknesses allowed the attack to succeed 

 and what actions were taken by the organization afterwards to prevent similar breaches in the 

 future. Additionally, the actions and reactions by regulators before and after the breaches will be 

 analyzed to understand the role of policy in shaping data unification. Case studies are a 

 particularly effective research method for contemporary events to answer the critical questions of 

 how and why these events happened (Yin, 2009). 

 Conclusion 

 Today’s cybersecurity environment poses significant challenges for a data-driven world. 

 Data unification—or lack thereof—by organizations is becoming increasingly visible during 

 failures. The technical project provides an example of how data unification can be achieved 

 during data retrieval, even when the underlying data may be fragmented. Further improvements 

 to this project will improve user accessibility, particularly for associates who do not have a 

 technical background. The paper will investigate the broader trends and implications of data 

 unification within cybersecurity, drawing on specific cases and primary sources to illustrate the 

 growing importance of data unification for cyber defense and regulatory compliance. The paper 

 will reinforce the need for synergy between companies, consumers, governments, and 

 technology to solve this problem. 
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