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Abstract

Communication and conversation are important human behaviors and have been mod-

eled before. However, very little research has encompassed the full dynamics of and the

relationship between facial expressions and speech between people measured intensively

across time, including the processes of turn-taking, delays between participants, and syn-

chrony. Furthermore, these dynamics may be best represented in a multidimensional frame-

work, which is not typically used in this research. In this work, I introduce the novel method

of windowed canonical correlation analyses in order to be able to analyze the relationships

between two sets of intense longitudinal multidimensional data, such as data from two in-

dividuals in a conversation. I then apply this method and windowed cross-correlations to

point coordinates from motion tracked faces and amplitudes across frequencies from trans-

formed speech in order to explore whether synchrony and turn-taking can be found between

facial expressions and speech in unscripted dyadic conversations. After performing these

analyses, the speech component of conversations was found to drive the correlations be-

tween speech and faces and play a large part in the dynamics of the conversations. Limited

evidence of synchrony and some evidence towards turn-taking were also found between

individuals.
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1

1. Literature Review

1.1 Introduction

Communication is a necessary aspect of everyday life. Whether we’re on the phone,

on social media, or sitting down with someone in a coffee shop, we use different forms of

communication in our lives. In face-to-face conversation, both nonverbal and verbal pro-

cesses are used as part of communication. Nonverbal processes include facial expressions

and other head and body movement, and verbal processes include acoustic and linguistic

patterns. One interesting relationship between nonverbal and verbal behaviors in conversa-

tions is between facial expressions and nonlinguistic components of voices. This is likely

due to the direct association between mouth and other facial movement and auditory speech

patterns, both on a physical level and on a psychological level.

As participants of conversations talk to each other, they may mimic, sometimes sub-

consciously, their partner’s movement and speech. This mimicry is likely to maximize their

understanding of what they learn from their partner, as well as to maximize the communi-

cation of their own feelings and thoughts. Two participants moving and speaking similarly

during conversation is a form of synchrony, and is one way in which cognitive information

may be transferred nonlinguistically between members of a conversation.

Although many studies have analyzed verbal and nonverbal communication, both

separately and together, not enough research explores the relationship between verbal and

nonverbal communication in dyadic conversations while incorporating the full dynamics

of the communications during the conversations. When studies analyze dynamics, they

focus on these communications within a person, or only analyze this relationship within

a short time span (i.e., after speaking a few sentences), where between-subject dynamics
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might not be noticeable. Furthermore, research that incorporates dynamics has been done

mostly outside the field of psychology. The relationships between these dynamics should

be further explored, both in a behavioral and quantitative context.

Given the gap in this research, I have therefore performed a set of methods that

model the dynamics of facial expressions and nonlinguistic voice within two to four minute

dyadic conversations. In this paper, I use active appearance models, short-term Fourier

transforms, windowed cross-correlations (WCC), and canonical correlation analysis (CCA)

to explore synchrony in these conversations. Furthermore, I explore a novel multivari-

ate time-series method that not only uses CCA to look at the relationship between both a

speaker and a listener, but also incorporates the lag between them throughout the conversa-

tion. This project thus focuses on the dynamics of the nonlinguistic component of speech

through audio clips, and the relationship between facial expressions and the vocal patterns.

1.1.1 Overview

I begin by providing background information about communication, conversations,

and synchrony, before moving on to how facial expressions and speech work on a physical

level and how they are related to each other in communication. For each of these sections,

I also operationalize each set of variables by discussing at length the analyses and transfor-

mations that were used in order to perform the final canonical correlation analyses. I then

describe canonical correlation analyses and windowed cross-correlations and how using

them should be beneficial in studying the dynamics of communication and similar types of

processes.

1.2 Communication and Conversations

Conversation can be defined as the process of communicating between two or more

people, and communication to be the process by which cognitive information (thoughts,
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ideas, emotions, etc.) is transferred between individuals. When only two participants are in

the conversation, the conversation is considered to be dyadic. There are two main compo-

nents of conversations. The first is the verbal component, which is represented by speech.

The verbal aspect of conversation can be further broken down even farther into linguistic

and paralinguistic processes (Lieberman, 1975). A linguistic process relates to the seman-

tic content of the speech, while a paralinguistic process relates to other aspects of voice,

such as pitch, loudness, and inflection. The other main component of conversations is the

nonverbal component, which includes head and body movements, such as head nods, facial

expressions, and gestures.

Each component in a conversation leads to communication by providing differ-

ent avenues for cognitive information can be transferred. For instance, affective informa-

tion can be transferred through facial expressions and voice inflection, while interpretable

thoughts and ideas can be communicated through the linguistic aspects of speech. As each

component dynamically changes during a conversation, these changes of the components

over time are then interpreted as cognitive information. As a speaker changes their facial

expressions, a listener will receive (and presumably understand) these changes as changes

in emotion throughout a conversation. Likewise, changes in pitch and loudness of a voice

during conversation can also be understood as affective information.

1.3 Synchrony and Dynamics

One way in which information is transferred during communication is by using

synchrony. Synchrony is the process by which the movements of two bodies in a system

match up for some nontrivial period of time, before the movements “break off” and become

unique again (Ashenfelter, Boker, Waddell, & Vitanov, 2009). For example, when one

person in a dyad smiles, the other person may also return the smile, either with their eyes or

mouth. Similarly, when a speaker speaks more quickly for some period of time, the listener,



4

when he or she then speaks, may also then speak more quickly. These examples can also be

seen in the relationship between visual and auditory dynamics, as when a speaker speaks

more quickly or loudly, the listener may nod their head more vigorously, as well.

This synchrony can be initiated by one participant in the conversation, and then

broken and reinitiated by another participant. The swapping of roles between the leader

and follower in this system of synchrony is known as turn-taking (Terven, Raducanu, de

Luna, & Salas, 2016; Hung & Gatica-Perez, 2010). Synchrony in conversations has at least

two origins. Nonverbal synchrony between two people has been hypothesized to originate

in the mirror-neuron system in the brain. Once synchronous movement is realized, various

parts of the brain – specifically those that make up the parietofrontal mirror system and the

limbic mirror system – activate and continue the symmetry of motor movement (Cattaneo

& Rizzolatti, 2009). After one person moves in a way that is independent of the symmetric

movement, the symmetry breaks, and the cycle begins again, possibly with the symmetry

breaker leading the next symmetric movement. In terms of speech, previous research has

shown that the concept of turn-taking is a lot ”messier” than most studies imply – that is,

people tend to talk over each other more frequently, as listeners tend to make mistakes

in predicting when a speaker will stop talking, and when the listener can start speaking

themselves (Heldner & Edlund, 2010; Hung & Gatica-Perez, 2010).

In addition to the overall complexity of the interpersonal dynamics for each dyad,

it is also important to note that there is a small delay between the facial expressions and

speech patterns of one person, and the facial expressions and speech patterns of the other.

Although the movements of people may be synchronized, the movements of one can lag

behind the movements of the other. For example, when thinking about how one participant

may smile before the other, there is a delay in the onset of the two smiles. On a neurobio-

logical level, this makes sense - it takes some time for the first smile to be seen, to perceive

and interpret the action as a smile, and then respond back in kind. In fact, because this

delay is expected, when nonverbal delay is manipulated during a conversation, this may
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lead to higher anxiety between the participants (Pearson et al., 2008).

Previous research has reported approximately a one second delay between speakers

and listeners in terms of both rigid and nonrigid head movement (Ashenfelter et al., 2009;

Boker et al., 2009). In terms of audio, there is also a delay between words being spoken,

and those words being heard and understood, and a delay can be seen between nonverbal

and verbal movement, as well. A study done by Obermeier suggests that the connection

between speech and nonverbal gestures is typically understood, at least for native German

speakers, when the speech and gestures happen between 120 and 200 milliseconds apart

(Obermeier & Gunter, 2015).

1.4 Conversations as physical systems

Thinking about this conversation system in the physiological sense, two main as-

pects of communication are the nonverbal synchronization of movements, and the verbal

relationship between a speaker’s vocal tract and a listener’s ear.

1.4.1 Facial Expressions

One of the main functions of facial expressions in conversation is to work in tandem

with speech to transfer information between people – in this case, nonverbally. Although

many studies have extracted affective information through static facial expressions, it is

important to consider the dynamics of facial expressions across entire conversations. (see

Krumhuber, Kappas, & Manstead, 2013; Arsalidou, Morris, & Taylor, 2011).

Here a facial expression is defined as a combination of the position and movement

of facial features, based on the tightening and loosening of the underlying facial muscles.

For instance, a surprised face can be defined as a face where the jaw is slack, and the

muscles around the eye are contracted so that the eyes (and sometimes mouth) appear wide

open. The dynamics of facial expressions, then, come from the combination of the position
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and the movement of these facial muscles over time.

By defining facial expressions in this way, we can then hypothesize how this leads

to affective information being transferred between people. As humans develop, we learn

how to interpret faces from the dynamics of the muscles, and can then understand the un-

derlying affective information that is represented in a particular face. Because, consciously

or otherwise, the relationships between particular facial expressions and their underlying

emotions can be acknowledged, we likewise learn as we age how to express particular

emotions through our faces, and be able to associate our own facial expressions with the

emotions that we feel.

During conversation, then, we can use this knowledge to provide our affect nonver-

bally to whom we are talking or listening. When participants in a dyad experience emo-

tions, from context given either before or during the conversation, they will likely move

their faces to express this affect to the other person. As the faces of participants in a dyad

move throughout their conversation, the participants can then use both facial expressions

shown to them at any given moment and how these facial expressions move and change

over time to interpret how the other person feels at any given moment.

Also, during conversations, the movement of one person’s face (typically the speaker)

tends to synchronize from time to time with the other person’s face. When this happens,

the internal association between one’s own facial expressions and his or her corresponding

affective information means that the affect of both people may synchronize as well. There-

fore, as the amount of synchrony between faces increases, empathy is expected to increase,

too. Synchrony of nonverbal movement has been detected by using active appearance mod-

els (Terven, Raducanu, de Luna, & Salas, 2016; Ashenfelter, Boker, Waddell, & Vitanov,

2009). Gaussian mixture models have also been used to explore rigid head movement

synchrony (Xiao, Georgiou, Lee, Baucom, & Narayanan, 2013).
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1.4.2 Speech

Speech is another important component of synchrony of communication between

two people in conversations. Facial expressions provide one way in which cognitive and

affective information can be nonverbally communicated, while speech provides cognitive

information and affective communication as a part of a verbal stream.

The audio component of human conversations carries two main pieces of infor-

mation. Linguistic components may contain thoughts and ideas, as well as the speaker’s

affect. This information is dependent on the definitions and linguistic context of the words

being spoken. In addition, paralinguistic information, such as inflections, pitch, and other

features of audio, may also contain affective information, which can lead to empathy if

properly interpreted.

Biologically, when a listener hears sound from any context, the sound is first transcoded

by the ear and then converted into neural signals by the brain. These signals are then inter-

preted based on the characteristics of the signals, including pitch, or frequency; intenseness,

or amplitude; and duration (Darrow, 1990). More specifically, sound is a wave that moves

through a medium, typically air, before it reaches our ears (Darrow, 1990). When sound

reaches our ears, the movement of the vibrations in the air vibrates our eardrums, which

then moves the three bones in the middle ear. This movement then vibrates the fluid in

the cochlea, which moves specific hairs inside, depending on the frequencies of the sound

waves being heard (de Boer, 1980). The oscillation of the hairs is then converted into elec-

trical signals, which then become pulses in the nerves attached to the hair (Darrow, 1990;

de Boer, 1991). Finally, the central nervous system interprets patterns of pulses as sound

features and distinguishes between sounds, and the pulses are sent to the auditory cortex

for processing (de Boer, 1991; Darrow, 1990).

Speech that a listener hears originates from a speaker’s vocal tract. The vocal tract

is the physical system containing the lips, tongue, mouth, and vocal cords, as well as the

nasal tract (Rabiner & Juang, 1993). These areas are used in conjunction with each other to
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produce speech. When a person speaks, the muscles of the face around the mouth contract

and relax until they are in a specific position. As the speaker breathes out, air is pushed out

of the lungs past the vocal cords and out of the mouth. The speed at which the air travels,

the position of the speaker’s lips and tongue, and how much their vocal cords vibrate lead

to specific phonemes being spoken, which can then be connected together and translated

to sound signals to be heard by the listener (Ravindran, Shenbagadevi, & Selvam, 2010;

Rabiner & Juang, 1993).

Because speech can be represented as a sound signal, it can be represented as a

series of frequencies and amplitudes that change across time. These frequencies depend

on variations in how the sound is produced, and individual differences in the structure

of the vocal tract. For example, one way in which speech can be sorted is by voiced

speech, where the air moving through the vocal tract is affected by the vibration of the

vocal cords, and unvoiced speech, where sound is emitted from the vocal tract, but the cords

do not vibrate (Yegnanarayana, d’Alessandro, & Darsinos, 1998; Rabiner & Juang, 1993).

Due to the movement of the vocal cords, voiced speech tends to be quasi-periodic, while

unvoiced speech is aperiodic (Yegnanarayana et al., 1998). Frequencies of speech are also

affected by the natural frequencies of each individual’s vocal tract. Differences in vocal

tract length influence the fundamental frequency of the voice, and therefore frequencies

in speech patterns are affected by sex (Honorof & Whalen, 2010). In fact, Honorof and

Whalen found that this difference is so great that unless an individual’s natural frequencies,

or pitch, were close to the ”average fundamental frequency” of the opposite sex, listeners

could determine the sex of a speaker by their voice alone (2010).

As noted before, synchrony of facial movement can be found as part of dynamics of

conversations. Since the movement of the mouth muscles help to define both facial expres-

sions and the sounds that come out of our mouths, then there is a direct relationship between

facial muscles near the mouth and specific speech patterns that a speaker makes (Darrow,

1990). In terms of measuring the presence of synchrony in verbal patterns, wavelet trans-
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forms have been used to study synchrony in speech (Fujiwara & Daibo, 2016). Synchrony

of vocal tract motion has also been found through correlation map analysis, an analysis

similar to windowed cross-correlation (Vatikiotis-Bateson, Barbosa, & Best, 2014). From

these studies, I argue that synchrony is likely to be present as part of the audio component

of conversations as well.

Although this wasn’t labeled as such, univariate speech data has previously been

analyzed using windowed cross-correlations. Vatikiotis-Bateson used a similar analysis

called correlation map analysis that finds instantaneous correlations to model the similarity

of motion between two vocal tracts, and found that there was coordination of the different

parts of the tract between both participants (Vatikiotis-Bateson, Barbosa, & Best, 2014).

1.4.3 Audiovisual relationship

Both audio and visual components of conversations are important to analyze when

studying the dynamics of communication. However, while many studies have looked at

speech and nonverbal aspects of conversations previously, fewer studies have explored the

interaction between them, and fewer still have incorporated the complexity of audio and

motion dynamics into these analyses.

As people speak to each other, both verbal and nonverbal components of each per-

son are being analyzed by the other person. These components work in tandem with each

other to provide the listener a complete picture of the affective information that is being

sent to them. Although much of the information comes from visual input, audio data still

plays a part in this transfer of cognitive information. For example, by using echo-state

networks, affective information in the form of emotions may be able to be identified from

speech signals (Trentin, Scherer, & Schwenker, 2015).

Context is also important for the audiovisual relationship in conversations. Al-

though most of the time, the different components of audio and video provide similar

information about the affect of the sender, this is not always the case. If, for example,
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someone is visibly upset, but then mentions that he or she is fine, there is a clear disconnect

between the linguistic part of the response and the visual cues of the person. Usually in

a situation like this, the paralinguistic part of the person’s voice will then match up with

the visual component, and the person’s distress will also be represented by a slower vibrato

(Reyland, 2011). Less typically, that person’s voice may fail to match the facial expression

shown, and the person may look or sound upset, but not both. The mismatch might be thus

interpreted as the person showing a fake emotion, or demonstrating masking.

Hani Yehia (Yehia, Rubin, & Vatikiotis-Bateson, 1998) looked into the relationship

between the vocal tract and facial expressions on a within-person level. In their study, they

use iLEDs on the faces of two persons at separate times. The participants were asked to

speak 2-4 sentences in their native language (English and Japanese, respectively) in repe-

tition. The visual and audio data were recorded nonsimultaneously, realigned temporally,

and linear estimators were calculated for the visual and audio data. Although the study

focuses on the within-person relationship between verbal and facial behavior, and the time

span in which the participants were speaking is much shorter than can be found in most

everyday conversations, this study still provides a possible window into the audiovisual

relationship found in conversations between people.

Other studies have also reported associations between speech and facial expres-

sions. For example, in one study, an emotion recognition system and support vector ma-

chine classifiers were used to explore how both speech and facial expressions work together

to output affective information on an individual level (Busso et al., 2004). In a study by

Hung, it was reported that there is a direct relationship between audiovisual nonverbal be-

havior and small group cohesion (Hung & Gatica-Perez, 2010). Kim, Cvejic, and Davis

found that eyebrow movement, and rigid head nodding after some delay, both occur while

speaking (Kim, Cvejic, & Davis, 2014). The connection between vocal patterns and facial

expressions can be seen through lip smacking in nonhuman primates, as well (Ghazanfar

& Takahashi, 2014).
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In terms of audiovisual synchrony, by modeling speech and facial expressions as

“locally Gaussian distributions,” and measuring the amount of mutual information between

them, synchrony can be found within a person between his or her face and speech patterns

(Iyengar, Nock, & Neti, 2003). Outside of speech, listening to certain music or television

shows can also lead to rhythmic synchronous body movement to the sound from the music

or TV (Sejdić, Jeffery, Kroonenberg, & Chau, 2012).

1.5 Rationale

Although audiovisual data has been modeled and analyzed as univariate structures

before, the simplicity of this type of data used may not have inherently encompassed the

full complexity of the underlying system found in dyadic conversations. Various studies

have reported that rigid head movement are able to be reduced to four main dimensions

– namely, vertical head nods, horizontal head shakes, oblique head tilts, and forward and

backward head movement. Most nonrigid head movement can also be expressed as an

eight-dimensional structure, due to the capabilities and limitations of the possible move-

ments of facial muscles (Boker et al., 2011). Due to the vast amount of components that

make up the vocal tract and contribute to the formation of speech, including the movement

of tongue and lips and the vibration of the vocal cords, the resulting vocal patterns require

at least four or more dimensions to fully model properly (Vatikiotis-Bateson, Barbosa, &

Best, 2014). Therefore, by viewing audiovisual data as multidimensional structures, more

of the dynamics and complexity needed to understand and explore communication pro-

cesses such as synchrony across time may be more comprehensively captured.

I therefore propose using a novel, windowed variant of canonical correlation anal-

yses that would be able to handle the multidimensional structure of the facial and speech

data while incorporating the dynamics found in dyadic conversations. I also propose using

windowed cross-correlations as a univariate analogue to the method of windowed canon-
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ical correlation analyses. To show how using these methods work, I begin by explaining

where the original video and audio clips originate, and how to decompose the clips into

their multidimensional components using active appearance models and short-time Fourier

transforms, respectively. Then, I will explain how I explored the relationships between

speakers and listeners in dyadic conversations by performing windowed cross-correlations

and windowed canonical correlation analyses.
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2. Methods
Previous research has estimated synchrony of facial expressions and the presence of

turn-taking in dyadic conversations from windowed cross- correlations and factor analyses

that incorporated constant and variable time delays. I have incorporated audio and video

data from preexisting dyadic conversations into two sets of analyses to estimate synchrony

and turn-taking in conversations when both audio and visual data are in the same models.

2.1 Participants

In the experiment where the video clips originated, 106 undergraduate students

from a southeastern university who were previously unacquainted entered booths in sepa-

rate rooms, and were asked to have unscripted, two-to-four minute conversations with each

other over closed-circuit video (62 Females, 39 Males, 5 unreported). The experiment was

broken into two studies, and every participant only appeared in one of the two studies. The

participants were volunteers from the psychology department participant pool, and were

given course credit for completing the experiment. As part of pre-selection criteria, all par-

ticipants were fluent in English and were not aware that their motion was being tracked.

The participants only saw each other as video projected on screens in their booths. Nei-

ther participant knew each other before the experiment began; thus, the participants were

given two minutes to introduce themselves across the video feed and get to know each other

before they were given the prompt for the main conversations.

In each booth, the video feed of the opposite participant was projected onto a screen,

and the participants were told that they will see video of either the participant from the

shoulders up, or just the face of the other participant cut out on the screen. The researchers

gave the participants hats with three plastic screws to wear to provide visual anchor points
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for the face tracking software to more easily track the face. The participants were told that

the researchers were “measuring magnetic fields during conversation” to prevent the par-

ticipants from knowing the true purpose of the hat during the experiment (Boker & Cohn,

2009). All participants read and signed Institutional Review Board-approved informed

consent forms, and were debriefed at the end of the experiment (Boker et al., 2011).

2.2 Experiment

For each emotion-memory conversation, one of the participants was given the prompt

to “describe a memory where you felt” one of four emotions – happiness, sadness, sur-

prise, or disappointment. The person who was describing the memory was designated

the “speaker,” while the other person was designated the “listener.” However, neither par-

ticipant was forbidden from speaking to each other during the conversations. For each

emotion, one participant was first designated as the speaker, and then the other. For the first

study, each pair of participants had eight conversations, and were given one of the four emo-

tions for the prompt. In the second study, each pair of participants had six conversations,

and was given either “happy,” “sad,” or “disappointed” for the prompt. All conversations

were two to four minutes long (Mseconds = 127.55).

Video and audio was recorded in all conversations during the experiment. Cam-

eras in the booths recorded video at a frame rate of 29.97 frames per second. Earthworks

directional microphones recorded the participants’ speech, and each participant wore head-

phones to be able to hear the other person (Boker et al., 2011). The resulting audio clips

were in 16-bit PCM WAVE format, with a sampling rate of 44100 samples per second.

The video feeds were synchronized to the nearest .1 millisecond by using a MOTU V4HD

digital recorder and a GPS master clock (Boker et al., 2011). Due to the video and audio

signals processing and traveling at different speeds between the two booths, there was a

33 millisecond delay between the audio and video feeds (Boker & Cohn, 2009). To cor-
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rect for the lag in video, a Yamaha 01V96 mixer delayed the audio for each person by

33 ms to match the video (Boker et al., 2009, 2011). The recorded video clips depicted

each participant separately; that is, for every conversation, two video clips were made. For

the first study, each participant’s audio was recorded as separate audio files, while in the

second study, both participants’ audio were saved as the left and right channels of a sin-

gle conversation-level audio file. Because all audio and video streams were synchronized

when recording the conversations, any lag noted between the speaker and listener in the

video and audio clips is naturally performed by the participants themselves.

2.3 Data

2.3.1 Facial expression data

Active Appearance Model

To quantify the dynamics of faces to explore the synchrony of facial expressions

between dyads, active appearance models have been used to track the deformations of the

face (or facial expressions) across 28 dyads, or pairs of participants, from the conversations

from both studies in the original experiment. An active appearance model is a model that

estimates the shape and appearance of a particular object as it changes over time (Cootes,

Edwards, & Taylor, 2001). The algorithm used in this process uses principal component

analysis (PCA) to help match a series of points on a deformable mesh with the major

features of the face on each frame of a video clip. To do this, the model is manually

trained on 20-30 manually tracked frames to match appropriately the various parts of the

face. These frames were chosen to maximize the variance of facial expressions and rigid

head positions, which would minimize any errors from mistracking the face. The active

appearance model algorithm uses the trained frames and pixel differences from the other

image frames and deviations from the built model to estimate where the points on the mesh
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should be on the other frames (Cootes, Edwards, & Taylor, 2001). Figures 2.1 and 2.2 show

the program used to construct the models, and the points from a similar frame plotted in R.

The point coordinates of the model from the tracked frames were used as data to represent

facial expressions in the proposed analyses.

Figure 2.1: The GUI frontend of the program used to construct the active appearance mod-
els and track the faces from the recorded conversations. The participant pictured is the
designated listener from the first conversation pair, and the current frame is frame 3306
from the first conversation. In this conversation, the speaker was asked to describe a mem-
ory when they felt happiness.
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Figure 2.2: A plot of the mesh from the active appearance models, in the form of colored
points in the shape of the face. The face depicted is the first video frame of the speaker
from the first conversation. Each major facial feature is represented as a different color.

To analyze the dynamics of these point coordinates, data matrices have been con-

structed from the outputted point files. The data matrix for each person is

Ci,R,points =



X1,i,R,1 Y1,i,R,1 X2,i,R,1 Y2,i,R,1 · · · XP,i,R,1 YP,i,R,1

X1,i,R,2 Y1,i,R,2 X2,i,R,2 Y2,i,R,2 · · · XP,i,R,2 YP,i,R,2

...
...

...
... . . . ...

...

X1,i,R,F Y1,i,R,F X2,i,R,F Y2,i,R,F · · · XP,i,R,F YP,i,R,F


(2.1)

where each row represents P horizontal (x) and vertical (y) coordinates of the vertices of

the facial mesh for one video frame of one person from the conversation. Here, i represents

which conversation, or pair, the matrix originates; R represents the designated role of the

participant: either a speaker (S) or a listener (L); and F represents the number of video

frames in the original video clip.
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Active appearance models have been used in several studies when studying facial

expression dynamics. Girard and his collaborators used a system that required manual

coding by researchers – the facial action coding system (FACS) – and active appearance

models (AAM) as an automatic tool to study how facial expressions and rigid head move-

ment relate to depression symptoms. The study reported that not only was this relationship

significant, but that AAM did as well in showing this relationship as FACS. (Girard et

al., 2014). Although active appearance models do not capture every minute detail of the

faces being tracked, a study by Theobald reported that facial expressions are understood

between people even when participants only see commonalities of the physical face fea-

tures (Theobald et al., 2009). In a study by Boker that used AAM to construct face avatars

similarly to the proposed point coordinate data, participants naive to the design did not no-

tice that the avatars were distinguishable from a video stream of the confederate (Boker &

Cohn, 2009). From this evidence, the point coordinate information is likely to be sufficient

for estimating synchrony.

Extracting nonrigid head components

When modeling the dynamics of facial expressions by using point position data

from active appearance models, the point position matrices must first be decomposed, and

the nonrigid head components need to be extracted. From previous research, when per-

forming singular value decomposition (SVD) on the point position data and looking at the

dimensionality of this data, the first four head movement components tend to represent rigid

head movements. Once these are removed, the next eight to twelve head components are

associated with nonrigid head components, such as facial expressions (Boker et al., 2009).

Therefore, we can focus on the positions and movements of facial expressions by focusing

on these components of the matrix.
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The equation for performing SVD on the point coordinate matrix is

UΓV, (2.2)

where U and V are the left and right singular vectors of the point coordinate matrix, respec-

tively, and Γ is the diagonal matrix of singular roots. Once the rigid head components are

removed, the matrix can be reconstructed using the same method.

2.3.2 Speech data

To model the dynamics in the audio, preprocessing was performed on the audio

clips in order to ensure that only the speech of the speaker and listener are being analyzed.

First, the audio signal was centered at the mean, otherwise known as removing the DC

offset. This was to reduce the effect any noise outside of the participants’ voices, and any

other audio artifacts, may have on the analysis. This was done by subtracting the mean

amplitude for each audio channel in the audio clips from the respective audio channel.

Furthermore, assuming a decibel level of 50 dB, which is the average intensity level

for normal conversations (Darrow, 1990), humans can typically hear frequencies between

around 25 Hz to almost 20 kHz (de Boer, 1980). Also, it is noted that the noise component

of audio recordings of speech are contained in higher frequencies, typically above 3-4 kHz

(Yegnanarayana, d’Alessandro, & Darsinos, 1998). Amplitudes that are outside the range

of human speech (between 50 Hz and 8.192 kHz) were therefore removed by removing the

frequencies directly after the signal is decomposed.

Short-time Fourier Transform

In order to look at synchrony of pitch (or frequency) and loudness (or amplitude)

between the participants in the conversations, a short-term Fourier transform, or STFT,

was used to convert our audio signals to the frequency domain. STFT is a variant of a
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Fourier transform, which is a method that converts a raw audio signal into the frequency

domain from the time domain (Aamir & Maud, 2007). From the results of the Fourier

transform when performed on audio, a spectrogram can be produced, where amplitudes are

output based on frequency. While a Fourier transform performs this conversion across an

entire audio sample, STFT does this over sections, or windows, of the audio. Using STFT

therefore provides a way to look at changes in frequencies and amplitudes across time and

thus changes in speech dynamics.

This process was performed by taking windows, or sections of the original audio

wave signal, and performing a linear transformation of the signal within each section, such

that each resultant signal has a basis of sinusoidal functions, which represent frequencies.

Since Fourier transforms output a reduction of signal information near the edges of the

data that’s being transformed, this can be rectified by overlapping each window with the

previous one. This overlap, then, adds redundancy to the information that would otherwise

be lost near the edges of each window (Mowlaee, Saeidi, & Stylianou, 2016).

Although STFT has been ultimately chosen as the transformation of choice for an-

alyzing the audio clips, other transformations were considered. One popular alternative to

STFT is the wavelet transform. The wavelet transform has been used in the past to study

synchrony of speech (Fujiwara & Daibo, 2016). However, it has been found that orthog-

onality of speech signals increases when using wavelet transform over STFT (Tinati &

Mozaffary, 2005), which is useful for speech separation (i.e., between multiple voices), but

less so when performing canonical correlation analysis. In a study by Fan, a comparison

between wavelet and STFT was made for “single channel speech signal noise reduction,”

which showed that STFT was preferred over wavelet transforms in terms of reducing noise

(Fan, Balan, & Rosca, 2004).

STFT was used in the current proposed study to convert raw audio data from the

video clips into the frequency domain for fixed intervals of time across the conversations.

Since STFT operates over both the time and frequency domain, it is important to find the
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optimal window size that maximizes the information of both of these domains (Paliwal &

Alsteris, 2003). Similarly, to prevent information being lost on the edges of the transfor-

mation, the best overlap of windows to use must be chosen. Since the main comparison

being discussed is between speech dynamics of conversations and facial expressions, a win-

dow size for the STFT that can easily match up with the smallest time frame of the facial

expression data must also be considered: 1 video frame, or 1
29.95

= 33 ms.

One possible window size typically proposed is a window duration of less than 100

ms. This is because using this window size satisfies the assumption that Fourier analyses

should only be performed on stationary or quasistationary data. Since speech is at least

quasistationary at this small time frame, using STFT with this window size, there is less

of a concern that this assumption was violated (Rabiner & Juang, 1993). In addition, Pali-

wal used a consonant recognition task and an automatic speech recognition task to show

that when audio is recreated from the short-time magnitude spectrum, speech was most

understood when a window duration of 15-35 ms was used (Paliwal, Lyons, & Wojcicki,

2010).

As it is standard for speech data, a Hamming window with an overlap of 50% is

typically used when performing STFT (see Avargel & Cohen, 2007; Paliwal et al., 2010;

Stanković, Orović, Stanković, & Amin, 2013). The equation for this window is

W (n) = 0.54 − 0.46 cos
2πn

N − 1
, (2.3)

where n is between 0 and one less than the number of samples per window (Muda, Begam,

& Elamvazuthi, 2010).

From these recommendations and constraints, an STFT window size of 16 2/3 ms,

or about 736 audio samples, was chosen. This window size was chosen because not only

would it be within the recommended range of window sizes for this type of data, but it

would also equal roughly 1/2 a video frame, which, with the chosen overlap, would mean

that there would be 4 audio observations per video frame of data. Having the number of
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audio observations be divisible by the number of video observations allowed the speech

and visual data to be compared more easily.

The data matrix, then, is

Ci,R,freq =



A1,i,R,1 A2,i,R,1 · · · A368,i,R,1

A1,i,R,2 A2,i,R,2 · · · A368,i,R,2

...
... . . . ...

A1,i,R,4∗F A2,i,R,4∗F · · · A368,i,R,4∗F


, (2.4)

where each row represents the amplitudes corresponding to 368 frequencies from the STFT

for 1/4 of a video frame (1/120 second) of one person from the conversation. After re-

moving the frequencies outside of the boundaries of human hearing, each matrix had 136

columns, or variables, that corresponded to the audible frequencies. Here i represents the

conversation, or pair, from which the matrix originates; R represents the designated role of

the participant: either a speaker (S) or a listener (L); and F represents the number of video

frames in the original video clip.

2.4 Analyses

After the facial expression and audio data were constructed and preprocessed, I

performed two sets of analyses. The first set of analyses modeled the synchrony of facial

expressions between two participants in a dyadic conversation, and the synchrony of speech

between the same conversation dyads. This included comparing the facial expressions of

one participant to the facial expressions of the other participant, and comparing the speech

of one participant with the speech of the other participant. The second set of analyses

was designed to explore the relationship between the speech from one participant in the

dyadic conversations with the facial expressions of the other participant. This included

pairing the designated speaker’s speech with the designated listener’s facial expressions
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and the designated listener’s speech with the designated speaker’s facial expressions. Based

on these combinations of pairs, this ultimately led to four separate analyses. Table 2.1

summarizes what analyses were performed.

Data Speaker Faces Speaker Speech
Listener Faces Between Faces Speaker Speech/Listener Face
Listener Speech Speaker Face/Listener Speech Between Speech

Table 2.1: Summary of analyses being performed.

2.4.1 Windowed Cross-Correlation

For each set of analyses, windowed cross-correlations (WCC) were performed on

the data. Windowed cross-correlations are cross-correlations between pairs of sections (or

windows) of two time series. The pair of windows can either be next to each other, or

farther apart. The difference in the pair of windows is called “lag,” and represents the lead-

lag time, or temporal distance, between the two time series. For each pair of windows, the

cross-correlation between them is first calculated by finding the correlation between the

two windows. Then, for some lag τ , one of the two windows is shifted down τ rows of

the corresponding time series, and the cross-correlation is calculated for the new pair of

windows. This process then continues until the distance between the windows is equal to

some maximum lag τmax, and then the first window is shifted back to its original position

while the process repeats for the opposite window. Once both windows have been shifted

to the maximum lag, the position of the lagged window is reset to the same position as

the nonlagged window, both windows are shifted by some window increment ω, and the

process begins anew until the windows have been incremented across the entire time series

(Boker, Xu, Rotondo, & King, 2002). Figure 2.3 provides a visual summary of this analysis.
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Figure 2.3: Visualization of windowed cross-correlation analysis. In each matrix, each row
represents either one video frame or one STFT window, and each column represents one of
the two time series being analyzed – either the root mean square (RMS) point coordinates
or the RMS amplitude for a speaker (S) and listener (L) of a conversation dyad. As part of
the process of calculating the cross-correlations, windows as subsets of the two time series
are first extracted before lag is taken into account (top-left matrix). Once cross-correlations
are found for those windows, either the speaker window (top-right) or listener window
(bottom-left) is shifted a certain number of rows, and the cross-correlation is found for
the new windows. Finally, once the cross-correlations are found for all lags of the given
windows, both windows are incremented (bottom-right), and the process continues until
both windows reach the end of the two time series.

After every cross-correlation was calculated for each window and each lag, a peak-

picking algorithm was used to determine the peak, or maximum cross-correlation for each

set of windows. For each pair of windows, the peak cross-correlation was found by first



25

smoothing the cross-correlations with a quadratic loess function. Then, beginning with

the lags closest to zero lag and increasing to the most extreme lags, a local search region

was used to find the highest value cross-correlations that are “monotonically decreasing

on either side of” said correlation (Boker et al., 2002). The maximum cross-correlation

that met this criterion was then chosen as the peak value, and the corresponding lag was

the peak lag for the set of windows. To remain consistent with previous research on the

facial expressions of the same video clips, a 10-15 second window, a maximum lag of

five seconds, window and lag increments of at most 1/3 second, and a loess function span

(pspan) of .1 and a local search region size (Lsize) of 4 units was used.

After this process was complete, all cross-correlations from the windowed cross-

correlation analyses were plotted as heatmaps, with the y-axis being each lag, and the

x-axis being the time across the time series. On each heatmap, a color of yellow represents

a strong positive correlation, and a red color represents a strong negative correlation. The

peak lags that correspond to a maximum positive correlation for each window were also

plotted as a black line across the graph.

If the peak cross-correlations, represented by the black line in the plots, have several

periods of time in which the line is relatively stable, before a large change occurs in the lag,

then these stable periods would be seen as times in which the participants are demonstrating

symmetry, and the jumps can be considered points in which this symmetry breaking. If this

symmetry formation and breaking occurred, we can say that synchrony occurred during

the conversation over short intervals. Also, if there is a change in sign of the peak lag,

then depending on the sign change, there are times in which the speaker is leading in the

synchronous facial feature movement (i.e., the positive lag), and other times in which the

listener is leading (the negative lag). This change in sign can therefore be attributed to

turn-taking in the conversation.

Windowed cross-correlations were used in the proposed analyses to show one way

in which synchrony between dyads can be estimated. To do this, the root mean square
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(RMS) point positions and RMS amplitude were calculated for every row of the facial ex-

pression and STFT data matrices. Each RMS point position represented a frame of video

(1/30th of a second), and RMS amplitude represented one audio sample (1/120th of a sec-

ond). Windowed cross-correlations were then performed on either the RMS point positions

or the RMS amplitudes for each dyad pair. All windowed cross-correlation analyses output

a list of peak lags and WCC plots that showed the overall peak lag and correlations across

the windows and demonstrated whether turn-taking was happening between participants.

Because each frame of video from the conversations corresponds to one row of

point positions and four rows of audio amplitudes, the point positions were upscaled for

the WCC that compared the RMS point positions of one participant and the RMS audio

amplitudes of the other. To do this, a linear spline interpolation was performed on the point

position data before the root mean square point positions are calculated, and intermediate

rows of point positions were constructed for each 1/4 video frame (1/120th of a second).

Each row in the upscaled point position matrices thus matched up with the corresponding

row of a STFT data matrix.

First, WCC was performed on the RMS audio amplitude from the amplitude spec-

trum between participants in each dyad to find the peak lag between audio in participants

throughout the conversation (Between Speech). WCC was then performed on the RMS

point positions of each listener and the RMS audio amplitude from the STFT matrices of

each speaker in the dyad (Speaker Speech/Listener Face). WCC was also performed on the

RMS audio amplitude of the speaker, and the RMS point positions of the listener, to test

the peak lag between audio and video throughout the conversation (Speaker Face/Listener

Speech). Finally, WCC on RMS point positions between the speakers and listeners (Be-

tween Faces) was performed as well. A list of peak lags and WCC plots of turn-taking

between participants was then output from the WCC.

Windowed cross-correlations are useful when exploring dynamics because they can

show not only peak correlations for each section of pairs of time series, but they can also
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show how far behind one time series is to another when the cross-correlation between the

two sections of time series is highest. For example, when looking at time series from

two people, turn-taking can be seen by observing increases, decreases, and flips in sign of

the peak lag between the two people. This has been seen previously with both rigid and

nonrigid head movements, among other motion dynamics in human dyads.

2.4.2 Windowed Canonical Correlation Analysis

After performing the WCC analyses, I performed canonical correlation analyses on

the data. Canonical correlation analysis (or CCA) is a multivariate approach that is used to

find the maximal relationship between two sets of variables, say X1 and X2. This method

is done by finding linear combinations of X1 and linear combinations of X2 such that the

correlations of pairs between the sets of combinations are maximized (Iaci, Sriram, & Yin,

2010). These pairs of linear combinations are defined as canonical variates, or pairs, and

the higher the total correlation between significant canonical pairs, the more similar the

variables in each set are to each other.

Once these canonical correlations were found, each canonical dimension was tested

by calculating Wilk’s lambda to test if they are significant. Let M1 and be a matrix of

size n x c1, and M2 be a matrix of size n x c2. Then, if ra,b represents the canonical

correlations of variables a in M1 and b in M2, the cumulative products of 1 − r2a,b are

calculated. These products represent Wilk’s lambda for the canonical pair representing

variables a and b. Once these are calculated, the equation for the F statistic corresponding

to the Wilk’s lambda Wa,b is

(1 −W x
a,b)dl

(W x
a,b)du

(2.5)
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where x is

√
c21 + c22 − 5

c21 ∗ c22 − 4
. (2.6)

This F statistic would then have an upper degrees of freedom of du = c1c2 and a

lower degrees of freedom of

dl =
2n− 3 − (c1 + c2)

2x
− c1c2

2
+ 1. (2.7)

This F statistic can then be tested for significance (Afifi, May, & Clark, 2003).

CCA is useful when exploring dynamics because the synchrony of the dyads can

be expressed as two sets of variables - one from the speaker and one from the listener. As

mentioned before, facial expressions can be expressed as x and y coordinates of a 99 point

two-dimensional mesh across a face, constructed from an active appearance model, and

speech from the conversation can be expressed as a multivariate frequency matrix that is

constructed from performing STFT on audio clips recorded from the conversation. Using

these point coordinate and audio frequency matrices, I then used CCA to examine the co-

variance between a speaker’s and listener’s facial point coordinates and audio frequencies.

The greater the total canonical correlation obtained, the more similar the coordinates and

frequencies are between the speaker and listener, which then means that the speaker and

listener are acting in similar ways, both visually and aurally. Likewise, the proportion of

variance explained by the significant canonical pairs from the CCA results can also provide

an indicator of how similar the speaker’s and listener’s faces move, and how similarly they

speak. If there are a high number of significant canonical pairs, then the dimensionality of

the synchrony between people is high, and is represented by multiple significant canonical

pairs. Likewise, if the proportion of shared variance of each canonical pair is high, then the

synchrony should be high as well, and may be represented by fewer canonical pairs.

Because time delays exist between people during conversations, it is important to
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include a time delay in our model. These time delays can be seen in the windowed cross-

correlations in the form of peak lags. For this analysis, a variable time delay was im-

plemented. As mentioned previously, one aspect of speaker-listener dynamics in dyadic

conversations is the process of turn-taking. Thus, the role of who is leading and who is lag-

ging can be expected to switch within conversation. Changing lags can be emulated as part

of a novel take on multivariate analyses: by adding artificial lag to sections of data rather

than the entire conversation, the movements of the two participants should be matched up

even more.

To implement the variable time delay, submatrices with the same number of columns

as the original matrices, and rows corresponding to a temporal window, were extracted sim-

ilarly to extracting the windows for the WCC plots. The matrices chosen for the analyses

were the STFT matrices from the designated speaker and listener from each conversation

dyad to represent the paralinguistic speech of the designated speaker and listener, and the

point coordination matrices to represent the facial movement of the designated speaker and

listener. The window sizes were chosen with both consideration to smoothing and proper

model specification in mind; I therefore chose a window size of 15 seconds, or 450 video

frames, so that there would be at least 450 observations for each analysis, and more obser-

vations than variables (198 for the point coordinate matrices for each participant, 136 for

the STFT matrices). Similarly to the WCC, submatrices were first extracted from the top of

the original matrices. Then, to simulate lag, one of the windows was shifted down by the

number of rows equivalent to 1/3 second, and the new submatrices were extracted. Once all

pairs of submatrices have been extracted for all possible lags up to the maximum lag of 5

seconds, both windows were shifted down, and the algorithm continued until the windows

reached the end of the conversation. For each pair of submatrices, canonical correlation

analyses were performed, and the number of significant canonical pairs and the variance

explained by them were then found for each analysis. Figure 2.4 summarizes this process.

Descriptive statistics tables, a figure of the distribution of significant canonical pairs, and
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a figure of the distribution of proportion of variance explained were constructed from the

results of these analyses.

For the first set of canonical correlation analyses, the point coordinate matrix of

each designated speaker was matched with the point coordinate matrix of the correspond-

ing listener from the conversation (Between Faces), and the STFT matrix of the desig-

nated speaker was matched with the STFT matrix of the corresponding listener (Between

Speech). The STFT matrix of the speaker was then paired with the point coordinate ma-

trix of the listener (Speaker Speech/Listener Face), and the point coordinate matrix of the

speaker was paired with the STFT matrix of the listener (Speaker Face/Listener Speech) to

test how the speech of one participant synchronizes with the facial expressions and move-

ment of the other participant. Similarly to the WCC, the point position data was upscaled

prior to the Speaker Speech/Listener Face and Speaker Face/Listener Speech analyses by

performing a linear spline interpolation to construct intermediate rows of point positions

for each 1/4 video frame (1/120th of a second). Again, each row in the upscaled point

position matrices thus matched up with the corresponding row of a STFT data matrix.
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Figure 2.4: Implementation of variable time delay into a canonical correlation analysis.
Each row in the matrices represents either one video frame or one STFT window, and each
column represents a variable in the combined conversation matrices – either an x or y point
coordinate (m, n = 198) or a frequency from the STFT (m, n = 136) for a speaker (S) and
listener (L) of a conversation dyad. Similarly to the method of finding windowed cross-
correlations, submatrices are first extracted from the speaker and listener matrices before
lag is taken into account (top-left matrix). Once the CCA is ran on these submatrices,
either the speaker window (top-right) or listener window (bottom-left) is shifted a certain
number of frames, and a CCA is run on the new windows. Finally, once CCA is run for all
lags, both windows are incremented (bottom-right), and the process continues until both
windows reach the bottom of the combined conversation matrix.

If the CCA result in high correlations (>.900) between the facial expression data

or the speech data of the pairs, matrices were created for each participant at this point that

only consist of the first 12 left singular vectors of each point coordinate and STFT matrix.

This number of left singular vectors was chosen based on previous research. Typically

nonrigid head movement can be represented by the first seven to eight components (Boker

et al., 2011) and speech can be represented by at least four components (Vatikiotis-Bateson,
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Barbosa, & Best, 2014). The CCA was then performed on the left singular matrices, and

results from both sets of analyses were reported.

Although canonical correlation analysis has not been used yet in this way to ex-

plore synchrony of speech and facial expressions together between people in dyadic con-

versations, CCA has been used previously in studies looking at speech patterns and facial

expressions separately. For example, a study by Melzer used an extension of CCA called

kernel canonical correlation analysis (KCCA) as an alternative to PCA when working with

appearance models (Melzer, Reiter, & Bischof, 2003). KCCA was also used in a study by

Zheng to perform identification of facial expressions (Zheng, Zhou, Zou, & Zhao, 2006).

CCA has been used in association with a technique called multimodal fusion to help iden-

tify and separate the audio of individual speakers in conversations, as well (Sargin, Yemez,

Erzin, & Tekalp, 2007).

2.4.3 Surrogate Analysis

Once the time delays are included in the model, the number of significant canonical

pairs and corresponding variance explained were used as a possible measurement of how

much synchrony there is between the speaker and listener in the conversation. However, as

the distribution of significant canonical pairs is unknown for this type of data, traditional

parametric tests can’t simply be performed to test whether the number of significant canon-

ical pairs found are significantly different than chance. To circumvent this issue, surrogate

analyses were used in this project as a substitute to answer the same question.

To test the analyses between the speakers and listeners, the surrogate analyses took

every designated speaker from the dyads, and paired them with every other designated lis-

tener besides the listener from the original pair. The analyses performed on the original

dyads were then performed on the new combinations of face and speech data from the

speakers and listeners, and the results from the analyses for the original dyads and the sur-

rogate pairs were compared. This comparison should test whether any possible synchrony
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found between the movement and speech of the participants of the original pairs is due to

the actual conversations, or due to the commonalities found in movements and speech of

people independently of interacting with someone in a conversation. Distributions of the

number of significant canonical pairs and the corresponding variance explained were plot-

ted for both the original dyads and the surrogate pairs to compare the results of the CCA

between the surrogates and the original dyads.
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3. Results

3.1 Waveforms and Spectrograms

In addition to descriptive statistics and distribution plots that represent the overall

results of the WCC analyses and CCA across all the pairs, four pairs were chosen that were

representative of the complete 28 pair dataset to best illustrate the results of the analyses

on the pair level. These pairs were chosen based on the proportion of time the designated

speaker and designated listener each spent talking. Waveforms and spectrograms of these

pairs are shown in Figure 3.1. In pairs 3, 6, and 14, the designated speaker was speaking

throughout, while neither the speaker nor the listener spoke for a nontrivial amount of

time in pair 22. The amount of time the designated listener spoke was different in all four

representative pairs, ranging from not at all (pair 14) to sometimes (pairs 3 and 22) to

throughout the conversation (pair 6).
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Figure 3.1: Waveforms and spectrograms of the speaker and listener from the third, sixth,
fourteenth, and twenty-second dyads, or pairs of participants. The plots depict the wave-
forms after the DC offset has been removed, and before the bandpass filter has been applied.
Note that the audio clips for pair 6 and the speaker clip for pair 14 are quieter than the other
audio clips shown.
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3.2 Windowed Cross-Correlations

3.2.1 Overall Results

Descriptive statistics of peak lags from the four types of WCC analyses for all

original pairs can be found in Table 3.1 and Figure 3.2 depicts histograms of peak lags

from the same WCC analyses. Overall, the average absolute maximum peak lag for the

original pair WCC analyses between speaker and listener facial expressions was about 2.1

seconds (MMax = 1.77, MMin = -1.76). Also, the absolute average absolute peak lag for

the original pair WCC analyses between a speaker’s speech patterns and a listener’s facial

expressions was about 1.6 seconds (MMax = 1.33, MMin = -1.41), and the average absolute

peak lag for the original pair WCC analyses between a speaker’s facial expressions and a

listener’s speech patterns was about 1.7 seconds (MMax = 1.31, MMin = -1.44). Finally, the

average absolute maximum peak lag for the original pair WCC analyses between speaker

and listener speech patterns was about 1.7 seconds (MMax = 1.45, MMin = -1.39).

Descriptive statistics of peak lags from the four types of WCC analyses for all surro-

gate pairs can be found in Table 3.2 and Figure 3.3 depicts histograms of peak lags from the

same WCC analyses. In comparison to the original pairs, the average absolute maximum

peak lag for the surrogate WCC analyses between speaker and listener facial expressions

was also about 2.1 seconds (MMax = 1.71,MMin = -1.73). In addition, the absolute average

absolute peak lag for the surrogate WCC analyses between a speaker’s speech patterns and

a listener’s facial expressions was about 1.6 seconds (MMax = 1.38, MMin = -1.37), and

the average absolute peak lag for the surrogate WCC analyses between a speaker’s facial

expressions and a listener’s speech patterns was about 1.7 seconds (MMax = 1.44, MMin =

-1.43). Finally, the average absolute maximum peak lag for the surrogate WCC analyses

between speaker and listener speech patterns was about 1.4 seconds (MMax = 1.14, MMin

= -1.17). From these results, there does not seem to be much, if any difference, between

the distributions of peak lags between the original and surrogate pairs.
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mean sd median min max
Just Faces 0.02 0.64 0.02 -4.71 3.46

Speech Sp, Face Lis 0.01 0.54 0.00 -3.41 2.50
Face Sp, Speech Lis -0.02 0.58 -0.02 -4.39 2.89

Just Speech 0.03 0.58 0.00 -3.62 4.62

Table 3.1: Descriptive statistics for peak lags from the WCC for the original pairs.

mean sd median min max
Just Faces, Surrogate -0.00 0.65 -0.05 -4.92 4.61

Speech Sp, Face Lis, Surrogate -0.00 0.51 -0.02 -4.64 4.39
Face Sp, Speech Lis, Surrogate -0.01 0.54 -0.03 -4.66 4.81

Just Speech, Surrogate -0.01 0.43 -0.02 -4.36 3.66

Table 3.2: Descriptive statistics for peak lags from the WCC for the surrogate pairs.
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Figure 3.2: Histograms of peak lags from the WCC for the original pairs. The red bars
represent where 95% of the peak lags for the surrogate pairs are.



38
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(d) Speaker Speech, Listener Speech
WCC Peak Lag Surrogate Histogram

Figure 3.3: Histograms of peak lags from the WCC for the surrogate pairs. The blue bars
represent where 95% of the peak lags for the original pairs are.

3.2.2 Per-Pair Results

Figures 3.4, 3.5, 3.6, and 3.7 show the windowed cross-correlation heatmap plots

for pairs 3, 6, 14, and 22 and their surrogates between both participants’ faces, between

the designated speaker’s speech and the designated listener’s face, between the designated

speaker’s face and the designated listener’s speech, and between both participants’ speech,

respectively. As noted before, a strong negative correlation is represented by red coloration

in the heatmaps, while a strong positive correlation is represented by yellow.

When looking at the plots that compare the faces of the two participants, there ap-
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pear to be periods of stability of the peak lag and correlations throughout the conversations.

Although the number and length of these stable periods differ between the original pairs

and the surrogates, though, there is not any strong evidence towards whether the original

pairs have more or less symmetry formation and breaking than the surrogates. Similarly,

there does not seem to be a significant difference in the number of sign changes in the lags

between the original pairs and the surrogates.

The results found in the Face-Face analyses are mostly similar to the analyses that

include the speech of at least one other participant. When looking at these plots, there ap-

pear to be periods of stability of the peak lag and correlations throughout the conversations,

and in most cases the presence of these periods of stability does not differ greatly between

the original pairs and the surrogates. However, in the plots of these three types of anal-

yses, there are clear sections of time where the patterns of coloration in the plots change

around the same time a participant starts and stops talking. For example, in the plots that

correspond to the original third pair (Subfigure (a)), there is a clear band of coloration that

differs from the rest of the heatmap. This band corresponds to the time when the listener

talks and the speaker briefly stops talking. Similarly, in the plots that correspond to the

original twenty-second pair (Subfigure (p)), there is a clear change in coloration between

the time when no one is speaking, and when both participants start speaking more. For the

plots that correspond to the analyses that compare the speech of the designated speaker and

the speech of the listener, these changes in correlations are most prominent. In general, this

at least provides evidence of turn-taking that is dependent on the presence or absence of

speech in a conversation.
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Figure 3.4: Heatmap plots of the WCC between the designated speaker’s face and the
designated listener’s face for four representative pairs and their respective surrogates.
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Figure 3.5: Heatmap plots of the WCC between the designated speaker’s speech and the
designated listener’s face for four representative pairs and their respective surrogates.
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Figure 3.6: Heatmap plots of the WCC between the designated speaker’s face and the
designated listener’s speech for four representative pairs and their respective surrogates.
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Figure 3.7: Heatmap plots of the WCC between the designated speaker’s speech and the
designated listener’s speech for four representative pairs and their respective surrogates.
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3.3 Canonical Correlation Analyses

3.3.1 Checking of correlations

Table 3.3 and Figure 3.8 provide descriptive statistics and histograms, respectively,

for the correlations after performing the four types of analyses on the original pairs when

using the full matrices. Because the correlations for the face-face analyses are so high

– all correlations for the face-face original pair analyses are greater than .9 – the face-

face CCA were run again with the first 12 components from the left singular matrices that

were constructed from performing SVD decomposition on the point coordinate matrices.

Almost all of the correlations from the other three analyses were lower than the .9 threshold

(Percentagespeakerspeech,listenerface<.9 = 99.79%, Percentagespeakerface,listenerspeech<.9 =

99.59%, Percentagespeakerspeech,listenerspeech<.9 = 99.99%), and so decomposing the STFT

matrices to get the respective left singular matrices for the speech patterns was not required.

However, to maintain consistency, both the full matrices and the left singular matrices for

both the point coordinate and STFT matrices were used for all four types of analyses for

the original pairs. For the surrogates, left singular matrices were used for the face-face

analyses, and the full matrices were used for the other three analyses.

Table 3.4 and Figure 3.9 provide the new descriptive statistics and histograms, re-

spectively, for the correlations after doing the same analyses using the left singular matrix

analyses. As expected, the correlations for these analyses tend to be lower than their corre-

sponding analyses using the full matrices (Percentagespeakerface,listenerface<.9 = 97.68%,

Percentagespeakerspeech,listenerface<.9 > 99.99%, Percentagespeakerface,listenerspeech<.9 >

99.99%, Percentagespeakerspeech,listenerspeech<.9 > 99.99%).
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mean sd median min max
Full, Just Faces, Cor 0.99 0.00 0.99 0.98 1.00

Full, Speech Sp, Face Lis, Cor 0.62 0.10 0.60 0.42 0.97
Full, Face Sp, Speech Lis, Cor 0.62 0.09 0.59 0.44 0.97

Full, Just Speech, Cor 0.55 0.05 0.54 0.46 0.99

Table 3.3: Descriptive statistics for correlations from the CCA for the analyses that used
the full matrices.

mean sd median min max
Left Singular, Just Faces, Cor 0.53 0.21 0.52 0.09 0.99

Left Singular, Speech Sp, Face Lis, Cor 0.30 0.15 0.28 0.05 0.92
Left Singular, Face Sp, Speech Lis, Cor 0.29 0.16 0.25 0.05 0.96

Left Singular, Just Speech, Cor 0.23 0.09 0.21 0.05 0.98

Table 3.4: Descriptive statistics for correlations from the CCA for the analyses that used
the left singular matrices.

Histogram of Correlations for
Just Faces Full Analysis

Correlations

F
re

qu
en

cy

0.0 0.2 0.4 0.6 0.8 1.0

0e
+

00
2e

+
05

4e
+

05
6e

+
05

8e
+

05

(a) Speaker Face, Listener Face
CCA Correlation Histogram, Full Matrices

Histogram of Correlations for
Speaker Speech, Listener Faces Full Analysis

Correlations

F
re

qu
en

cy

0.0 0.2 0.4 0.6 0.8 1.0

0e
+

00
2e

+
05

4e
+

05
6e

+
05

8e
+

05
1e

+
06

(b) Speaker Speech, Listener Face
CCA Correlation Histogram, Full Matrices

Histogram of Correlations for
Speaker Faces, Listener Speech Full Analysis

Correlations

F
re

qu
en

cy

0.0 0.2 0.4 0.6 0.8 1.0

0e
+

00
1e

+
06

2e
+

06
3e

+
06

4e
+

06

(c) Speaker Face, Listener Speech
CCA Correlation Histogram, Full Matrices

Histogram of Correlations for
Just Speech Full Analysis

Correlations

F
re

qu
en

cy

0.0 0.2 0.4 0.6 0.8 1.0

0
10

00
0

20
00

0
30

00
0

40
00

0
50

00
0

(d) Speaker Speech, Listener Speech
CCA Correlation Histogram, Full Matrices

Figure 3.8: Histograms of correlations from the CCA when using the full matrices.
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(d) Speaker Speech, Listener Speech
CCA Correlation Histogram, Left Singular Matrices

Figure 3.9: Histograms of correlations from the CCA when using the left singular matrices.

3.3.2 Overall Results

Full Analyses

Descriptive statistics of significant canonical pairs from the four types of CCA anal-

yses for all original pairs using the full matrices can be found in Table 3.5, and Figure 3.10

depicts histograms of significant canonical pairs from the same CCA analyses. Overall, the

ranges for the four analyses vary widely, where the number of significant canonical pairs

when comparing the faces of both participants and when comparing the speech patterns of

both participants are much lower (Mspeakerface,listenerface = 4.08, Mspeakerspeech,listenerspeech
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= 4.11) than for the analyses when comparing one participant’s face with another partici-

pant’s speech (Mspeakerspeech,listenerface = 37.14,Mspeakerface,listenerspeech = 18.93). Notably,

the distribution of the number of significant canonical pairs for the analyses between a des-

ignated speaker’s speech and a designated listener’s face appears relatively normal, whereas

the distributions for the other three analyses are positively skewed. This implies that the

dimensionality of the analyses between a designated speaker’s speech and a designated lis-

tener’s face is higher than the other three analyses, which could imply that the speaker’s

speech is driving the conversation, and potentially any synchrony occurring between the

two participants.

Descriptive statistics of the proportions of variance that are explained by the signifi-

cant canonical pairs from the four types of CCA analyses for all original pairs using the full

matrices can be found in Table 3.6, and Figure 3.11 depicts histograms of the proportions

of variance explained from the same CCA analyses. In general, the ranges for the propor-

tion of variance explained for all four analyses are very small, which may imply that any

synchrony or turn-taking found may be mostly driven by the number of significant canoni-

cal pairs, or the dimensionality of the analyses, rather than the corresponding proportion of

explained variance.

mean sd median min max
Full, Just Faces, Sig. Pairs 4.08 2.06 4 0 15

Full, Speech Sp, Face Lis, Sig. Pairs 37.14 12.73 38 4 66
Full, Face Sp, Speech Lis, Sig. Pairs 18.93 11.96 15 3 61

Full, Just Speech, Sig. Pairs 4.11 3.18 3 0 23

Table 3.5: Descriptive statistics for the number of significant canonical pairs from the CCA
when using the full matrices.
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mean sd median min max
Full, Just Faces, Prop 0.01 0.00 0.01 0.01 0.01

Full, Speech Sp, Face Lis, Prop 0.01 0.00 0.01 0.01 0.02
Full, Face Sp, Speech Lis, Prop 0.01 0.00 0.01 0.01 0.02

Full, Just Speech, Prop 0.02 0.00 0.02 0.01 0.03

Table 3.6: Descriptive statistics for the proportion of variance explained by the significant
canonical pairs from the CCA when using the full matrices.
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Figure 3.10: Histograms of the number of significant canonical pairs from the CCA when
using the full matrices. The red bars represent where 95% of the peak lags for the surrogate
pairs are. Plots with no bars do not have a corresponding set of surrogate analyses.
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Figure 3.11: Histograms of the proportion of variance explained from the CCA when using
the full matrices. The red bars represent where 95% of the peak lags for the surrogate pairs
are. Plots with no bars do not have a corresponding set of surrogate analyses.

Left Singular Analyses

Descriptive statistics of significant canonical pairs from the four types of CCA anal-

yses for all original pairs using the left singular matrices can be found in Table 3.7, and

Figure 3.12 depicts histograms of significant canonical pairs from the same CCA analyses.

In all four analyses, due to only using the first twelve columns of the left singular matrices,

the maximum number of significant canonical pairs is also 12. When comparing distribu-

tions, the analyses that compare the designated listener’s face to either the face or speech

of the designated speaker are both negatively skewed, while the analyses that compare the
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designated speaker’s face to either the face or speech of the listener are more normally

distributed (designated speaker’s face) or positively skewed (designated speaker’s speech).

This again provides evidence towards the speaker driving the conversation, and potentially

any synchrony occurring between the two participants.

Descriptive statistics of the proportions of variance that are explained by the sig-

nificant canonical pairs from the four types of CCA analyses for all original pairs using

the left singular matrices can be found in Table 3.8, and Figure 3.13 depicts histograms

of the proportions of variance explained from the same CCA analyses. From looking at

the proportion of variance explained by the significant canonical pairs in the left singular

analyses, these analyses tend to have higher proportions of variance than the corresponding

full analyses. This is because there is an upper limit of significant canonical pairs due to

only using the first twelve columns of these matrices, and so the same amount of variance

explained for all canonical pairs in the full analyses is being sectioned into fewer, larger

canonical pairs in the left singular analyses. Also, other than the analysis that compares the

participants’ faces, which has a lower maximum and a more normally distributed distribu-

tion, the proportions tend to have similar ranges and positively skewed distributions. These

similarities provide more evidence that any synchrony or turn-taking found may be mostly

driven by the number of significant canonical pairs, or the dimensionality of the analyses,

rather than the corresponding proportion of explained variance.

mean sd median min max
Left Singular, Just Faces, Sig. Pairs 8.75 1.19 9 3 12

Left Singular, Speech Sp, Face Lis, Sig. Pairs 8.95 1.60 9 1 12
Left Singular, Face Sp, Speech Lis, Sig. Pairs 6.30 2.38 6 0 12

Left Singular, Just Speech, Sig. Pairs 4.62 2.09 4 0 12

Table 3.7: Descriptive statistics for the number of significant canonical pairs from the CCA
when using the left singular matrices.
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mean sd median min max
Left Singular, Just Faces, Prop 0.11 0.04 0.11 0.01 0.28

Left Singular, Speech Sp, Face Lis, Prop 0.11 0.05 0.10 0.01 0.47
Left Singular, Face Sp, Speech Lis, Prop 0.13 0.07 0.11 0.01 0.52

Left Singular, Just Speech, Prop 0.14 0.06 0.13 0.01 0.58

Table 3.8: Descriptive statistics for the proportion of variance explained by the significant
canonical pairs from the CCA when using the left singular matrices.
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(d) Speaker Speech, Listener Speech
CCA Sig. Pairs Histogram, Left Singular Matrices

Figure 3.12: Histograms of the number of significant canonical pairs from the CCA when
using the left singular matrices. The red bars represent where 95% of the peak lags for
the surrogate pairs are. Plots with no bars do not have a corresponding set of surrogate
analyses.
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Histogram of Proportion Variance Explained for
Just Faces Left Singular Analysis
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(d) Speaker Speech, Listener Speech
CCA Proportion Histogram, Left Singular Matrices

Figure 3.13: Histograms of the proportion of variance explained from the CCA when using
the left singular matrices. The red bars represent where 95% of the peak lags for the
surrogate pairs are. Plots with no bars do not have a corresponding set of surrogate analyses.

Surrogate Analyses

Descriptive statistics of significant canonical pairs from the four types of CCA anal-

yses for all surrogate pairs can be found in Table 3.9, and Figure 3.14 depicts histograms

of significant canonical pairs from the same CCA analyses. Also, descriptive statistics of

the proportions of variance that are explained by the significant canonical pairs from the

four types of CCA analyses for all surrogates can be found in Table 3.10, and Figure 3.15

depicts histograms of the proportions of variance explained from the same CCA analyses.

As noted previously, the surrogates when comparing the faces of the participants in the
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conversation were analyzed using the left singular matrices, while the other three surrogate

types of analyses used the full matrices. For all analyses, both the ranges and distributions

of the surrogates for the number of significant canonical pairs as well as the corresponding

proportion of variance explained are fairly close to the respective distributions from the

original pairs. This therefore does not provide sufficient evidence towards the presence of

synchrony being dependent on the conversations themselves when aggregating across all

of the pairs, but rather on the general properties of facial expression movement and speech

pattern variation.

mean sd median min max
Left Sing, Just Faces, Sig. Pairs 8.71 1.17 9 2 12

Full, Speech Sp, Face Lis, Sig. Pairs 37.85 12.61 39 3 67
Full, Face Sp, Speech Lis, Sig. Pairs 18.75 12.28 14 3 62

Full, Just Speech, Sig. Pairs 4.45 3.91 3 0 28

Table 3.9: Descriptive statistics for the number of significant canonical pairs from the CCA
for all analyses on the surrogate pairs.

mean sd median min max
Left Sing, Just Faces, Prop 0.11 0.04 0.11 0.01 0.37

Full, Speech Sp, Face Lis, Prop 0.01 0.00 0.01 0.01 0.02
Full, Face Sp, Speech Lis, Prop 0.01 0.00 0.01 0.01 0.02

Full, Just Speech, Prop 0.02 0.00 0.02 0.01 0.03

Table 3.10: Descriptive statistics for the proportion of variance explained by the significant
canonical pairs from the CCA for all analyses on the surrogate pairs.
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Figure 3.14: Histograms of the number of significant canonical pairs from the CCA for all
analyses on the surrogate pairs. The blue bars represent where 95% of the peak lags for the
original pairs are.
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Figure 3.15: Histograms of the proportion of variance explained from the CCA for all
analyses on the surrogate pairs. The blue bars represent where 95% of the peak lags for the
original pairs are.
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3.3.3 Per-Pair Results

Full Analyses

Plots of the significant canonical pairs across both the original and surrogate con-

versations when using the full data matrices can be seen in Figures A.1, A.2, A.3, and A.4

in Appendix A. These plots specifically show how the number of significant canonical pairs

change between windows and across lags for pairs 3, 6, 14, and 22 and their surrogates be-

tween both participants’ faces, between the designated speaker’s speech and the designated

listener’s face, between the designated speaker’s face and the designated listener’s speech,

and between both participants’ speech, respectively. In these plots, each colored line rep-

resents one lag between the two sets of data, and the solid black line represents the average

number of significant canonical pairs for each window.

Overall, when comparing the plots that represent the CCA between the faces of

the two participants, the number of significant canonical pairs remains relatively constant

across time. However, there are slight changes in these numbers that do seem to be affected

by what is happening in the conversations. For example in pair 3, when the designated

speaker stops talking and the designated listener starts, there is a noticeable decrease in the

number of significant canonical pairs; the average number of significant canonical pairs

then increases back to its previous amount once the speaking roles switch back.

When comparing speech from the designated speaker to the designated listener’s

face, the curvature of the plots tend to match up with the amount of talking that the des-

ignated speaker is doing. Similarly, the curvature of the plots that depict the relationship

between the designated speaker’s face and the designated listener’s speech are mainly de-

pendent on how much talking the designated listener is doing. In both types of analyses,

as the participant whose speech patterns are being analyzed talks more, the number of sig-

nificant canonical pairs increases, and as that participant talks less, that number tends to

decrease. Also, in many cases for at least the analyses between one participant’s face and
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another participant’s speech patterns, whenever the absolute value of the magnitude of the

curvature’s slope is high, the lags tend to have similar curvatures with each other. Because

the curvatures are so dependent on the speech patterns analyzed, there is no significant dif-

ference, other than slight differences in the different lag curvatures, between the number

of significant canonical pairs between the original pairs and the surrogates when the faces

of the original pairs are swapped with surrogate faces. When speech patterns of the orig-

inal pairs are swapped with surrogate speech patterns, though, the curvatures between the

original pairs and the surrogates across all lags noticeably differ.

Finally, when comparing the speech of the designated speaker with the speech of

the designated listener, the number of significant canonical pairs appears to be mainly de-

pendent on both participants’ speaking roles; namely, when either, or both participants talk.

Whenever both participants are talking, the number of significant canonical pairs increases,

and when only one or neither participants talk, this number decreases. Possibly due to this,

the average number of significant canonical pairs tends to be lower than for the other three

analyses. When comparing the analyses on the original pairs with those on the surrogates,

whether they differ seem to be due to differences in the amount of talking between the

original participants and the surrogate participants. These analyses therefore provide more

evidence towards the presence of turn-taking, at least with regards to speaking roles and

the presence or absence of talking in conversations.

Similar CCA per-pair plots for the total, or cumulative proportion of variance ex-

plained by the significant canonical pairs from the full analysis CCA can be found in

Figures A.5, A.6, A.7, and A.8 in Appendix A. Figures A.9 through A.12 represent the

average proportion of variance explained for the significant canonical pairs, and Figures

A.13 through A.16 represent the largest proportion of variance explained for the significant

canonical pairs.

In terms of variance explained, the total, or cumulative proportion of variance ex-

plained by the significant canonical pairs tend to have a similar curvature across the con-
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versation as the number of significant canonical pairs for all analyses. Also, in general,

the total variance of proportion explained tended to have more variation across the lags

than the corresponding number of significant pairs for the same analyses. Potentially due

to the number of significant canonical pairs having similar curvatures to the corresponding

cumulative proportion of variance explained, neither the average nor the largest propor-

tion of variance explained by the significant canonical pairs tend to change significantly

(i.e., more than 2%) across time. However, within this range, both the average and largest

proportion of variance explained do change slightly across time. Overall, the proportion

of variance explained therefore does not provide any more or less evidence towards the

presence of synchrony or turn-taking found when looking at the results of the significant

canonical pairs.

Left Singular Analyses

Figures A.17 through A.20, Figures A.21 through A.24, Figures A.25 through A.28,

and Figures A.29 through A.32 in Appendix A represent per-pair plots for the significant

canonical pairs, the corresponding total proportion of variance explained, the correspond-

ing average proportion of variance explained, and the corresponding largest proportion of

variance explained, respectively, for the CCA analyses when using the left-singular matri-

ces.

When looking at the analyses that used the left singular matrices, the number of

significant canonical pairs tended to either be constant at 12 significant canonical pairs, or

otherwise follow a similar curvature to the corresponding curvatures of significant canon-

ical pairs in the analyses that used the full matrices. The ceiling effect seems to be most

prominent in the analyses that compare the designated speaker’s speech with the desig-

nated listener’s face, which may be due to the fact that the designated speaker tended to

talk more, and so potentially needed more than 12 components to represent all the vari-

ance in the speech patterns. Also, because all of the analyses that compare the designated
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speaker’s face with the designated listener’s face have relatively constant numbers of sig-

nificant canonical pairs across the conversations, there does not seem to be any strong

differences between faces in the original pairs and the surrogates.

Similarly to the number of significant canonical pairs, most of the analyses show a

ceiling effect with the total, or cumulative proportion of variance explained by the signif-

icant canonical pairs. When this ceiling effect does not occur, the curvature of total pro-

portion of explained variance is similar to the corresponding total proportion of explained

variance for the analyses using the full matrices. Also, the average proportion of explained

variance and, to a lesser extent, the largest proportion of explained variance appear to have

similar but vertically flipped curvatures with the total proportion of variance explained.
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4. Discussion

4.1 Summary of results

After performing the windowed cross-correlations, limited evidence towards syn-

chrony and turn-taking was found in the conversations. In all four types of analyses com-

paring faces and speech, there were several instances of symmetry formation and breaking

between faces and speech in the plots, which demonstrates the presence of synchrony be-

tween the participants. When comparing the four analyses with each other, there were

clearer instances of turn-taking present in the results when the speaking roles swapped

throughout the conversations. While the amount of synchrony did not appear to differ be-

tween the original pairs and the surrogates in most instances, there was more variation in

correlations (colors) and peak lag in analyses that include speech depending on these speak-

ing roles between all pairs, including between the original pairs and the surrogates, and the

amount of turn-taking did differ noticeably between the pairs as well. The differences vi-

sually seen between original pairs and surrogates are most prominent in the analyses that

compare the designated speaker’s speech and the designated listener’s speech, implying

that similarities and differences, and therefore any evidence of synchrony and turn-taking,

in speech patterns is dependent on the conversation.

When looking at the results of the windowed canonical correlation analyses, there

is also evidence towards turn-taking in the conversations. In general, the number of signifi-

cant canonical pairs, or the dimensionality, of the analyses, as well as the proportion of ex-

plained variance did not significantly change when faces from original pairs were swapped

with surrogate faces, but they did change when speech patterns from the original pairs were

swapped. Also, both when looking at the pairs individually and when aggregating across
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pairs, the values of and changes in both the dimensionality and proportions of explained

variance tended to be higher with analyses that compared the face of one participant with

the speech of the other, as opposed to when comparing both faces, which did not have any

changes across time, and when comparing both speech patterns, which were highly depen-

dent again on speaking roles. This at least provides evidence towards turn-taking, at least

in the form of the swapping of speaking roles.

One possible reason for the differential in the dimensionality between one partic-

ipant’s face and another participant’s speech, as opposed to comparing two faces or two

speech patterns, could be that the dimensionality of speech patterns is higher in general

than the dimensionality of the faces, and the two are more independent of each other than

the dimensionality between two faces or two speech patterns. If this is the case, this would

suggest that faces and speech are more synchronous with each other than between a face

and a speech. Another reason for these results could be that the dimensionality of the faces

does not change across time, whereas the dimensionality of the speech changes quite dras-

tically in contrast. The stability of facial dimensionality, then, could be why the faces are

contributing less to the Face-Speech and Speech-Face analyses than the speech patterns do.

A third reason may be because some variation in the faces that could also be synchronizing

with the speech may be in the rigid head movements, which were removed from the facial

data before performing the analyses. However, as noted before, the results do not appear to

change significantly between the left singular analyses, which limit the dimensionality of

both the speech and the faces, and the full analyses, which do not have this limit, suggesting

that the results found may be robust to this differential, and the differential itself may not

provide as much evidence towards or against synchrony as is being suggested here. In any

case, the changes in curvatures between the CCA analyses still provide evidence towards

turn-taking, and more research should be done to further explore these relationships.

After exploring the facial expressions and speech patterns of participants in dyadic

conversations by using windowed cross-correlations and windowed canonical correlation
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analyses, the methods used provided evidence towards the presence of turn-taking between

facial expressions and paralinguistic speech patterns in conversations, as well as some po-

tential evidence from the windowed cross-correlations towards the presence of synchrony.

Both the evidence of turn-taking and synchrony have been found primarily in terms of

speech in conversations, and are potentially driven by the designated speaker in the conver-

sations. Although there is most likely synchrony happening with faces, or between faces

and speech, any possible synchrony between faces was not found to be dependent on con-

versations, and was possibly masked by the overall effects of speech found in the analyses.

In summary, although more research should be done on this topic, this project has shown

promise in using both windowed cross-correlations and the novel method of windowed

canonical correlation analyses to detect the presence of and further explore audiovisual

relationships in dyadic conversations.

4.2 Limitations

Although these results seem promising at least for detecting turn-taking, it should

be noted that there are some limitations with this study. First of all, the correlations calcu-

lated when performing WCC and CCA are linear, which might be ignoring any nonlinear

relationships between the faces and the speech patterns. Also, because both the point co-

ordinate and speech data is represented by so many variables (198 point coordinates and

136 frequencies per participant), the window size must be large enough so that there are

more observations than variables. However, because of this window size, some effects that

might be happening in a smaller time frame than the window size may be obscured. In

addition, although for the surrogates the designated speakers were paired with designated

listeners that did not include the original speaker-listener pairs, all participants in both the

original and surrogate pairs came from the same experiment. While this allowed for more

controlling of outside effects, this may have also attributed to similarities between the orig-



62

inal pairs and the surrogates as well. Next, while both participants were allowed to talk,

the original experiment primed only one of the participants (the designated speaker) to do

most of the talking. This helped with seeing more explicitly how designated speaking roles

affect any potential turn-taking and synchrony, as well as how synchrony may occur in

situations where one participant primarily talks. At the same time, it did not allow for as

much insight into the presence of synchrony and turn-taking in everyday conversations,

where the swapping of speaking roles is more frequent and natural. Finally, although dif-

ferences between original pairs and the surrogates could be visually seen in the per-pair

plots, these differences could not be detected when comparing distributions of WCC peak

lags, CCA significant canonical pairs, and the corresponding CCA proportions of variance

explained between the original pairs and the surrogates. This could be either because there

are no effects of synchrony or because these distributions as a measure of synchrony are

not sufficiently sensitive to detect these effects.

4.3 Future Directions and Impact

Overall, there is evidence towards the presence of turn-taking in the conversations,

at least with regards to the amplitudes, or loudness, and frequencies, or pitch, of the con-

versations. However, most of this evidence was found visually when exploring individual

results from the pairs. Therefore, I will explore more methods and techniques to measure

synchrony in the future in order to detect these, and other audiovisual differences between

the conversations.

Because the effect of speech, and more specifically the swapping of speaking roles,

is so prominent in these conversations, any possible synchrony in the more nuanced aspects

of the conversations, such as cadence, may not be noticeable. One way in which these nu-

ances may be found is by choosing smaller windows. As noted before, a large window

size was chosen in order to satisfy the restriction of needing more observations than vari-
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ables. Although this larger window was required for the canonical correlation analyses that

used the full matrices and was kept to maintain consistency across all the analyses, using

decomposed data like the left singular matrices allow for smaller windows to be used in

the analyses, which would allow faster changes in the conversations, such as role changes

when both participants are talking, to be detected. This is because fewer variables would

be needed to represent the data, and so fewer rows would be needed in the submatrices to

satisfy this restriction.

Nuances in the conversation may also possibly be detected by changing how the

data is decomposed. Therefore, more techniques to decompose the data will be considered

in the future. One way that the speech data may be re-decomposed is by decomposing by

using harmonics, rather than singular value decomposition. Because different harmonics

have been known to include specific audio features, we can more explicitly explore these

audio features by choosing which harmonics to include. Similarly, using audio feature

extraction to decompose the speech data may shed light on more direct relationships be-

tween different audio features found in the speech. This would also allow for other types

of paralinguistic measures to be included in the analyses.

In terms of facial movement, we can potentially test direct relationships between

facial and audio features, such as between speech and mouth movement, by breaking down

the facial expressions and movement into specific facial features. As mentioned previously,

it may be further advantageous to compare rigid head movement to speech in addition to

strictly nonrigid head movement, or facial expressions, as movement such as head nods

may be more synchronous to speech inflections.

Another type of analysis that may help strengthen these claims would be to see how

these results compare to the faces and speech patterns within a person, or within a speaking

role. Previous research has shown that speech patterns and face and head movement tend

to correlate well within a person, and so we can mediate the effect of speech and facial

expressions between people by comparing the speech of a participant with the face of that
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same participant in the conversation. Exploring these within-person relationships may also

help with better understanding the concept of masking, or whether a person is communi-

cating one emotion but feeling another. These periods of masking may also lead to changes

in synchrony between people, and so masking would be important to test for and study in

future research. We can also mediate the effect a particular designated speaking role has on

the conversations by comparing designated speakers with other designated speakers, and

designated listeners with designated listeners.

Other aspects of conversations should be considered in future studies, too, to see

how the different parts of the conversation relate to each other. For example, since linguis-

tics is a large component of speech, incorporating linguistic data into the analyses would

also provide more insight towards the relationships between audiovisual dynamics in con-

versations. Several studies have shown evidence towards the relationship between affect

and facial expressions and voice inflections, and so adding an affective or cognitive com-

ponent would also provide a better understanding of the dynamics of the conversation. One

way to do this would be to include physiological data, such as heartbeat data, that would

indicate how much stress a person has. This would then help with understanding how stress

in social situations, such as with affective disorders such as social anxiety, may play a role

in conversations and communication as a whole.

Finally, by using data from other conversations, we can see how these results gen-

eralize to communication more broadly. For example, by doing this type of analyses with

conversations between twins, we may see similar effects to what may be seen if these anal-

yses were done in a within-person case, while providing enough variation in verbal and

visual feedback that would be closer to a conversation between two people. This may help

to provide a natural mediation that a within-person case would have, while keeping the

between-person dynamics intact. Also, again, by performing these analyses on conversa-

tions that include someone with an affective disorder, or someone on the autism spectrum,

we could again see how these conditions may affect conversation dynamics. Since only
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one participant was primed to speak in the set of conversations that were used in the current

study, performing these analyses on conversations with different speaking role dynamics,

such as conversations where both participants are only whispering, conversations that have

more than two people, and/or business meetings where there are clear distinctions between

speakers and listeners, would provide more insight, as well, into differences between types

of conversations. Overall, this research demonstrates potential ways that dynamics of com-

munication can be broken down, and many avenues in which multivariate methods may

help assist in better understanding the intricacies of these dynamics.
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A. WCCA Per-Pair Plots
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Figure A.1: Plots of the significant canonical pairs from the CCA between the designated
speaker’s face and the designated listener’s face for four representative pairs when using
the full matrices. Note that surrogates for the Face-Face CCA analyses were only analyzed
when using the left singular matrices. Each colored line represents one lag between the two
sets of data, and the solid black line represents the average number of significant canonical
pairs for each window.
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Figure A.2: Plots of the significant canonical pairs from the CCA between the designated
speaker’s speech and the designated listener’s face for four representative pairs and their
respective surrogates when using the full matrices. Each colored line represents one lag
between the two sets of data, and the solid black line represents the average number of
significant canonical pairs for each window.
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Figure A.3: Plots of the significant canonical pairs from the CCA between the designated
speaker’s face and the designated listener’s speech for four representative pairs and their
respective surrogates when using the full matrices. Each colored line represents one lag
between the two sets of data, and the solid black line represents the average number of
significant canonical pairs for each window.
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Figure A.4: Plots of the significant canonical pairs from the CCA between the designated
speaker’s speech and the designated listener’s speech for four representative pairs and their
respective surrogates when using the full matrices. Each colored line represents one lag
between the two sets of data, and the solid black line represents the average number of
significant canonical pairs for each window.
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(d) Speaker Face Pair 22,
Listener Face Pair 22

Figure A.5: Plots of the cumulative, or total, proportion of variance explained by the sig-
nificant canonical pairs from the CCA between the designated speaker’s face and the des-
ignated listener’s face for four representative pairs when using the full matrices. Note that
surrogates for the Face-Face CCA analyses were only analyzed when using the left singular
matrices. Each colored line represents one lag between the two sets of data, and the solid
black line represents the average number of significant canonical pairs for each window.
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(p) Speaker Speech Pair 22,
Listener Face Pair 22

Figure A.6: Plots of the cumulative, or total, proportion of variance explained by the sig-
nificant canonical pairs from the CCA between the designated speaker’s speech and the
designated listener’s face for four representative pairs and their respective surrogates when
using the full matrices. Each colored line represents one lag between the two sets of data,
and the solid black line represents the average number of significant canonical pairs for
each window.



79

0 20 40 60 80 100 120

0
10

20
30

40
50

60
70

Speaker 3 Face Listener 3 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(a) Speaker Face Pair 3,
Listener Speech Pair 3

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 3 Face Listener 6 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(b) Speaker Face Pair 3,
Listener Speech Pair 6

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 3 Face Listener 14 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(c) Speaker Face Pair 3,
Listener Speech Pair 14

0 20 40 60 80 100 120

0
10

20
30

40
50

60
70

Speaker 3 Face Listener 22 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(d) Speaker Face Pair 3,
Listener Speech Pair 22

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 6 Face Listener 3 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(e) Speaker Face Pair 6,
Listener Speech Pair 3

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 6 Face Listener 6 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(f) Speaker Face Pair 6,
Listener Speech Pair 6

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 6 Face Listener 14 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(g) Speaker Face Pair 6,
Listener Speech Pair 14

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 6 Face Listener 22 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(h) Speaker Face Pair 6,
Listener Speech Pair 22

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 14 Face Listener 3 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(i) Speaker Face Pair 14,
Listener Speech Pair 3

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 14 Face Listener 6 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(j) Speaker Face Pair 14,
Listener Speech Pair 6

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 14 Face Listener 14 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(k) Speaker Face Pair 14,
Listener Speech Pair 14

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 14 Face Listener 22 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(l) Speaker Face Pair 14,
Listener Speech Pair 22

0 20 40 60 80 100 120

0
10

20
30

40
50

60
70

Speaker 22 Face Listener 3 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames
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(o) Speaker Face Pair 22,
Listener Speech Pair 14
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(p) Speaker Face Pair 22,
Listener Speech Pair 22

Figure A.7: Plots of the cumulative, or total, proportion of variance explained by the sig-
nificant canonical pairs from the CCA between the designated speaker’s face and the des-
ignated listener’s speech for four representative pairs and their respective surrogates when
using the full matrices. Each colored line represents one lag between the two sets of data,
and the solid black line represents the average number of significant canonical pairs for
each window.



80

0 20 40 60 80 100 120

0
10

20
30

40
50

60
70

Speaker 3 Speech Listener 3 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(a) Speaker Speech Pair 3,
Listener Speech Pair 3

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 3 Speech Listener 6 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(b) Speaker Speech Pair 3,
Listener Speech Pair 6

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 3 Speech Listener 14 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(c) Speaker Speech Pair 3,
Listener Speech Pair 14

0 20 40 60 80 100 120

0
10

20
30

40
50

60
70

Speaker 3 Speech Listener 22 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(d) Speaker Speech Pair 3,
Listener Speech Pair 22

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 6 Speech Listener 3 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(e) Speaker Speech Pair 6,
Listener Speech Pair 3

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 6 Speech Listener 6 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(f) Speaker Speech Pair 6,
Listener Speech Pair 6

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 6 Speech Listener 14 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(g) Speaker Speech Pair 6,
Listener Speech Pair 14

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 6 Speech Listener 22 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(h) Speaker Speech Pair 6,
Listener Speech Pair 22

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 14 Speech Listener 3 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(i) Speaker Speech Pair 14,
Listener Speech Pair 3

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 14 Speech Listener 6 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(j) Speaker Speech Pair 14,
Listener Speech Pair 6

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 14 Speech Listener 14 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(k) Speaker Speech Pair 14,
Listener Speech Pair 14

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 14 Speech Listener 22 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(l) Speaker Speech Pair 14,
Listener Speech Pair 22

0 20 40 60 80 100 120

0
10

20
30

40
50

60
70

Speaker 22 Speech Listener 3 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(m) Speaker Speech Pair 22,
Listener Speech Pair 3

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 22 Speech Listener 6 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(n) Speaker Speech Pair 22,
Listener Speech Pair 6

0 20 40 60 80 100

0
10

20
30

40
50

60
70

Speaker 22 Speech Listener 14 Speech

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames
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(p) Speaker Speech Pair 22,
Listener Speech Pair 22

Figure A.8: Plots of the cumulative, or total, proportion of variance explained by the sig-
nificant canonical pairs from the CCA between the designated speaker’s speech and the
designated listener’s speech for four representative pairs and their respective surrogates
when using the full matrices. Each colored line represents one lag between the two sets of
data, and the solid black line represents the average number of significant canonical pairs
for each window.
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0 50 100 150

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

Speaker 22 Face Listener 22 Face

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(d) Speaker Face Pair 22,
Listener Face Pair 22

Figure A.9: Plots of the average proportion of variance explained by the significant canoni-
cal pairs from the CCA between the designated speaker’s face and the designated listener’s
face for four representative pairs when using the full matrices. Note that surrogates for
the Face-Face CCA analyses were only analyzed when using the left singular matrices.
Each colored line represents one lag between the two sets of data, and the solid black line
represents the average number of significant canonical pairs for each window.
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(n) Speaker Speech Pair 22,
Listener Face Pair 6
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(o) Speaker Speech Pair 22,
Listener Face Pair 14
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(p) Speaker Speech Pair 22,
Listener Face Pair 22

Figure A.10: Plots of the average proportion of variance explained by the significant canon-
ical pairs from the CCA between the designated speaker’s speech and the designated lis-
tener’s face for four representative pairs and their respective surrogates when using the full
matrices. Each colored line represents one lag between the two sets of data, and the solid
black line represents the average number of significant canonical pairs for each window.



83

0 20 40 60 80 100 120

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

Speaker 3 Face Listener 3 Speech

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(a) Speaker Face Pair 3,
Listener Speech Pair 3

0 20 40 60 80 100

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

Speaker 3 Face Listener 6 Speech

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(b) Speaker Face Pair 3,
Listener Speech Pair 6

0 20 40 60 80 100

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

Speaker 3 Face Listener 14 Speech

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(c) Speaker Face Pair 3,
Listener Speech Pair 14

0 20 40 60 80 100 120

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

Speaker 3 Face Listener 22 Speech

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(d) Speaker Face Pair 3,
Listener Speech Pair 22

0 20 40 60 80 100

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

Speaker 6 Face Listener 3 Speech

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(e) Speaker Face Pair 6,
Listener Speech Pair 3

0 20 40 60 80 100

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

Speaker 6 Face Listener 6 Speech

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(f) Speaker Face Pair 6,
Listener Speech Pair 6

0 20 40 60 80 100

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

Speaker 6 Face Listener 14 Speech

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(g) Speaker Face Pair 6,
Listener Speech Pair 14

0 20 40 60 80 100

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

Speaker 6 Face Listener 22 Speech

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames
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(n) Speaker Face Pair 22,
Listener Speech Pair 6
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(o) Speaker Face Pair 22,
Listener Speech Pair 14

0 50 100 150

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

Speaker 22 Face Listener 22 Speech

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(p) Speaker Face Pair 22,
Listener Speech Pair 22

Figure A.11: Plots of the average proportion of variance explained by the significant canon-
ical pairs from the CCA between the designated speaker’s face and the designated listener’s
speech for four representative pairs and their respective surrogates when using the full ma-
trices. Each colored line represents one lag between the two sets of data, and the solid black
line represents the average number of significant canonical pairs for each window.
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(e) Speaker Speech Pair 6,
Listener Speech Pair 3

0 20 40 60 80 100

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

Speaker 6 Speech Listener 6 Speech

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(f) Speaker Speech Pair 6,
Listener Speech Pair 6

0 20 40 60 80 100

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

Speaker 6 Speech Listener 14 Speech

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames
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(j) Speaker Speech Pair 14,
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(k) Speaker Speech Pair 14,
Listener Speech Pair 14
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(l) Speaker Speech Pair 14,
Listener Speech Pair 22
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(m) Speaker Speech Pair 22,
Listener Speech Pair 3
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(n) Speaker Speech Pair 22,
Listener Speech Pair 6
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(o) Speaker Speech Pair 22,
Listener Speech Pair 14
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(p) Speaker Speech Pair 22,
Listener Speech Pair 22

Figure A.12: Plots of the average proportion of variance explained by the significant canon-
ical pairs from the CCA between the designated speaker’s speech and the designated lis-
tener’s speech for four representative pairs and their respective surrogates when using the
full matrices. Each colored line represents one lag between the two sets of data, and the
solid black line represents the average number of significant canonical pairs for each win-
dow.
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A.1.4 Largest Proportion Explained
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(b) Speaker Face Pair 6,
Listener Face Pair 6
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(c) Speaker Face Pair 14,
Listener Face Pair 14

0 50 100 150

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

Speaker 22 Face Listener 22 Face

Time (s)

La
rg

es
t P

ro
p 

V
ar

 fo
r 

S
ig

. C
an

on
ic

al
 P

ai
rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(d) Speaker Face Pair 22,
Listener Face Pair 22

Figure A.13: Plots of the largest proportion of variance explained by the significant canoni-
cal pairs from the CCA between the designated speaker’s face and the designated listener’s
face for four representative pairs when using the full matrices. Note that surrogates for
the Face-Face CCA analyses were only analyzed when using the left singular matrices.
Each colored line represents one lag between the two sets of data, and the solid black line
represents the average number of significant canonical pairs for each window.
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(b) Speaker Speech Pair 3,
Listener Face Pair 6
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(c) Speaker Speech Pair 3,
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(g) Speaker Speech Pair 6,
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(h) Speaker Speech Pair 6,
Listener Face Pair 22
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(i) Speaker Speech Pair 14,
Listener Face Pair 3
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(j) Speaker Speech Pair 14,
Listener Face Pair 6
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(k) Speaker Speech Pair 14,
Listener Face Pair 14
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(l) Speaker Speech Pair 14,
Listener Face Pair 22
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(m) Speaker Speech Pair 22,
Listener Face Pair 3
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(n) Speaker Speech Pair 22,
Listener Face Pair 6
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(o) Speaker Speech Pair 22,
Listener Face Pair 14
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(p) Speaker Speech Pair 22,
Listener Face Pair 22

Figure A.14: Plots of the largest proportion of variance explained by the significant canon-
ical pairs from the CCA between the designated speaker’s speech and the designated lis-
tener’s face for four representative pairs and their respective surrogates when using the full
matrices. Each colored line represents one lag between the two sets of data, and the solid
black line represents the average number of significant canonical pairs for each window.
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(a) Speaker Face Pair 3,
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(b) Speaker Face Pair 3,
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(g) Speaker Face Pair 6,
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(h) Speaker Face Pair 6,
Listener Speech Pair 22
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(i) Speaker Face Pair 14,
Listener Speech Pair 3
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(j) Speaker Face Pair 14,
Listener Speech Pair 6
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(k) Speaker Face Pair 14,
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(l) Speaker Face Pair 14,
Listener Speech Pair 22
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(m) Speaker Face Pair 22,
Listener Speech Pair 3
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(n) Speaker Face Pair 22,
Listener Speech Pair 6
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(o) Speaker Face Pair 22,
Listener Speech Pair 14
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(p) Speaker Face Pair 22,
Listener Speech Pair 22

Figure A.15: Plots of the largest proportion of variance explained by the significant canoni-
cal pairs from the CCA between the designated speaker’s face and the designated listener’s
speech for four representative pairs and their respective surrogates when using the full ma-
trices. Each colored line represents one lag between the two sets of data, and the solid black
line represents the average number of significant canonical pairs for each window.
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(b) Speaker Speech Pair 3,
Listener Speech Pair 6
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(e) Speaker Speech Pair 6,
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(g) Speaker Speech Pair 6,
Listener Speech Pair 14
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(n) Speaker Speech Pair 22,
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(o) Speaker Speech Pair 22,
Listener Speech Pair 14
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(p) Speaker Speech Pair 22,
Listener Speech Pair 22

Figure A.16: Plots of the largest proportion of variance explained by the significant canon-
ical pairs from the CCA between the designated speaker’s speech and the designated lis-
tener’s speech for four representative pairs and their respective surrogates when using the
full matrices. Each colored line represents one lag between the two sets of data, and the
solid black line represents the average number of significant canonical pairs for each win-
dow.
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A.2 Left Singular Analyses

A.2.1 Significant Canonical Pairs
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Listener Face Pair 6
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Listener Face Pair 14
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(l) Speaker Face Pair 14,
Listener Face Pair 22
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(m) Speaker Face Pair 22,
Listener Face Pair 3
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(n) Speaker Face Pair 22,
Listener Face Pair 6
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(o) Speaker Face Pair 22,
Listener Face Pair 14
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(p) Speaker Face Pair 22,
Listener Face Pair 22

Figure A.17: Plots of the significant canonical pairs from the CCA between the designated
speaker’s face and the designated listener’s face for four representative pairs and their re-
spective surrogates when using the left singular matrices. Each colored line represents one
lag between the two sets of data, and the solid black line represents the average number of
significant canonical pairs for each window.
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Listener Face Pair 3
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(b) Speaker Speech Pair 6,
Listener Face Pair 6
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(c) Speaker Speech Pair 14,
Listener Face Pair 14
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(d) Speaker Speech Pair 22,
Listener Face Pair 22

Figure A.18: Plots of the significant canonical pairs from the CCA between the designated
speaker’s speech and the designated listener’s face for four representative pairs when using
the left singular matrices. Note that surrogates for the Speech-Face CCA analyses were
only analyzed when using the full matrices. Each colored line represents one lag between
the two sets of data, and the solid black line represents the average number of significant
canonical pairs for each window.
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(a) Speaker Face Pair 3,
Listener Speech Pair 3
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(b) Speaker Face Pair 6,
Listener Speech Pair 6
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(c) Speaker Face Pair 14,
Listener Speech Pair 14

0 50 100 150

0
2

4
6

8
10

12

Speaker 22 Face Listener 22 Speech

Time (s)

N
um

. S
ig

. C
an

on
ic

al
 P

ai
rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(d) Speaker Face Pair 22,
Listener Speech Pair 22

Figure A.19: Plots of the significant canonical pairs from the CCA between the designated
speaker’s face and the designated listener’s speech for four representative pairs when using
the left singular matrices. Note that surrogates for the Face-Speech CCA analyses were
only analyzed when using the full matrices. Each colored line represents one lag between
the two sets of data, and the solid black line represents the average number of significant
canonical pairs for each window.
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(a) Speaker Speech Pair 3,
Listener Speech Pair 3
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(b) Speaker Speech Pair 6,
Listener Speech Pair 6
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(c) Speaker Speech Pair 14,
Listener Speech Pair 14
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(d) Speaker Speech Pair 22,
Listener Speech Pair 22

Figure A.20: Plots of the significant canonical pairs from the CCA between the designated
speaker’s speech and the designated listener’s speech for four representative pairs when
using the left singular matrices. Note that surrogates for the Speech-Speech CCA analyses
were only analyzed when using the full matrices. Each colored line represents one lag
between the two sets of data, and the solid black line represents the average number of
significant canonical pairs for each window.
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A.2.2 Cumulative or Total Proportion Explained
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Listener Face Pair 22
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(h) Speaker Face Pair 6,
Listener Face Pair 22
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Listener Face Pair 22
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(m) Speaker Face Pair 22,
Listener Face Pair 3
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(n) Speaker Face Pair 22,
Listener Face Pair 6
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(o) Speaker Face Pair 22,
Listener Face Pair 14

0 50 100 150

0
20

40
60

80
10

0

Speaker 22 Face Listener 22 Face

Time (s)

To
ta

l P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(p) Speaker Face Pair 22,
Listener Face Pair 22

Figure A.21: Plots of the cumulative, or total, proportion of variance explained by the
significant canonical pairs from the CCA between the designated speaker’s face and the
designated listener’s face for four representative pairs and their respective surrogates when
using the left singular matrices. Each colored line represents one lag between the two sets
of data, and the solid black line represents the average number of significant canonical pairs
for each window.
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(a) Speaker Speech Pair 3,
Listener Face Pair 3
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(b) Speaker Speech Pair 6,
Listener Face Pair 6
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(c) Speaker Speech Pair 14,
Listener Face Pair 14
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(d) Speaker Speech Pair 22,
Listener Face Pair 22

Figure A.22: Plots of the cumulative, or total, proportion of variance explained by the
significant canonical pairs from the CCA between the designated speaker’s speech and the
designated listener’s face for four representative pairs when using the left singular matrices.
Note that surrogates for the Speech-Face CCA analyses were only analyzed when using
the full matrices. Each colored line represents one lag between the two sets of data, and
the solid black line represents the average number of significant canonical pairs for each
window.
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(a) Speaker Face Pair 3,
Listener Speech Pair 3
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Listener Speech Pair 6
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(c) Speaker Face Pair 14,
Listener Speech Pair 14
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(d) Speaker Face Pair 22,
Listener Speech Pair 22

Figure A.23: Plots of the cumulative, or total, proportion of variance explained by the
significant canonical pairs from the CCA between the designated speaker’s face and the
designated listener’s speech for four representative pairs when using the left singular ma-
trices. Note that surrogates for the Face-Speech CCA analyses were only analyzed when
using the full matrices. Each colored line represents one lag between the two sets of data,
and the solid black line represents the average number of significant canonical pairs for
each window.
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(a) Speaker Speech Pair 3,
Listener Speech Pair 3
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(c) Speaker Speech Pair 14,
Listener Speech Pair 14
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(d) Speaker Speech Pair 22,
Listener Speech Pair 22

Figure A.24: Plots of the cumulative, or total, proportion of variance explained by the
significant canonical pairs from the CCA between the designated speaker’s speech and
the designated listener’s speech for four representative pairs when using the left singular
matrices. Note that surrogates for the Speech-Speech CCA analyses were only analyzed
when using the full matrices. Each colored line represents one lag between the two sets of
data, and the solid black line represents the average number of significant canonical pairs
for each window.
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A.2.3 Average Proportion Explained
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Listener Face Pair 3

0 20 40 60 80 100

0
10

20
30

40
50

Speaker 3 Face Listener 6 Face

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(b) Speaker Face Pair 3,
Listener Face Pair 6

0 20 40 60 80 100

0
10

20
30

40
50

Speaker 3 Face Listener 14 Face

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(c) Speaker Face Pair 3,
Listener Face Pair 14

0 20 40 60 80 100 120

0
10

20
30

40
50

Speaker 3 Face Listener 22 Face

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames
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(l) Speaker Face Pair 14,
Listener Face Pair 22
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(m) Speaker Face Pair 22,
Listener Face Pair 3
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(n) Speaker Face Pair 22,
Listener Face Pair 6
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(o) Speaker Face Pair 22,
Listener Face Pair 14
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(p) Speaker Face Pair 22,
Listener Face Pair 22

Figure A.25: Plots of the average proportion of variance explained by the significant canon-
ical pairs from the CCA between the designated speaker’s face and the designated listener’s
face for four representative pairs and their respective surrogates when using the left singular
matrices. Each colored line represents one lag between the two sets of data, and the solid
black line represents the average number of significant canonical pairs for each window.
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(a) Speaker Speech Pair 3,
Listener Face Pair 3
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(b) Speaker Speech Pair 6,
Listener Face Pair 6
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(c) Speaker Speech Pair 14,
Listener Face Pair 14
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(d) Speaker Speech Pair 22,
Listener Face Pair 22

Figure A.26: Plots of the average proportion of variance explained by the significant canon-
ical pairs from the CCA between the designated speaker’s speech and the designated lis-
tener’s face for four representative pairs when using the left singular matrices. Note that
surrogates for the Speech-Face CCA analyses were only analyzed when using the full ma-
trices. Each colored line represents one lag between the two sets of data, and the solid black
line represents the average number of significant canonical pairs for each window.
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(a) Speaker Face Pair 3,
Listener Speech Pair 3

0 20 40 60 80 100

0
10

20
30

40
50

Speaker 6 Face Listener 6 Speech

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(b) Speaker Face Pair 6,
Listener Speech Pair 6
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(c) Speaker Face Pair 14,
Listener Speech Pair 14

0 50 100 150

0
10

20
30

40
50

Speaker 22 Face Listener 22 Speech

Time (s)

A
vg

 P
ro

p 
V

ar
 fo

r 
S

ig
. C

an
on

ic
al

 P
ai

rs

Minus150Frames
Minus80Frames
NoLag0Frames
Plus80Frames
Plus150Frames

(d) Speaker Face Pair 22,
Listener Speech Pair 22

Figure A.27: Plots of the average proportion of variance explained by the significant canon-
ical pairs from the CCA between the designated speaker’s face and the designated listener’s
speech for four representative pairs when using the left singular matrices. Note that surro-
gates for the Face-Speech CCA analyses were only analyzed when using the full matrices.
Each colored line represents one lag between the two sets of data, and the solid black line
represents the average number of significant canonical pairs for each window.
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(c) Speaker Speech Pair 14,
Listener Speech Pair 14
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(d) Speaker Speech Pair 22,
Listener Speech Pair 22

Figure A.28: Plots of the average proportion of variance explained by the significant canon-
ical pairs from the CCA between the designated speaker’s speech and the designated lis-
tener’s speech for four representative pairs when using the left singular matrices. Note that
surrogates for the Speech-Speech CCA analyses were only analyzed when using the full
matrices. Each colored line represents one lag between the two sets of data, and the solid
black line represents the average number of significant canonical pairs for each window.
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A.2.4 Largest Proportion Explained
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Listener Face Pair 22
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(h) Speaker Face Pair 6,
Listener Face Pair 22
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(i) Speaker Face Pair 14,
Listener Face Pair 3
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(j) Speaker Face Pair 14,
Listener Face Pair 6
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(k) Speaker Face Pair 14,
Listener Face Pair 14
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(l) Speaker Face Pair 14,
Listener Face Pair 22
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(m) Speaker Face Pair 22,
Listener Face Pair 3
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(n) Speaker Face Pair 22,
Listener Face Pair 6
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(o) Speaker Face Pair 22,
Listener Face Pair 14
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(p) Speaker Face Pair 22,
Listener Face Pair 22

Figure A.29: Plots of the largest proportion of variance explained by the significant canoni-
cal pairs from the CCA between the designated speaker’s face and the designated listener’s
face for four representative pairs and their respective surrogates when using the left singular
matrices. Each colored line represents one lag between the two sets of data, and the solid
black line represents the average number of significant canonical pairs for each window.
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(a) Speaker Speech Pair 3,
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(b) Speaker Speech Pair 6,
Listener Face Pair 6
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(c) Speaker Speech Pair 14,
Listener Face Pair 14
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(d) Speaker Speech Pair 22,
Listener Face Pair 22

Figure A.30: Plots of the largest proportion of variance explained by the significant canon-
ical pairs from the CCA between the designated speaker’s speech and the designated lis-
tener’s face for four representative pairs when using the left singular matrices. Note that
surrogates for the Speech-Face CCA analyses were only analyzed when using the full ma-
trices. Each colored line represents one lag between the two sets of data, and the solid black
line represents the average number of significant canonical pairs for each window.
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(b) Speaker Face Pair 6,
Listener Speech Pair 6
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(d) Speaker Face Pair 22,
Listener Speech Pair 22

Figure A.31: Plots of the largest proportion of variance explained by the significant canoni-
cal pairs from the CCA between the designated speaker’s face and the designated listener’s
speech for four representative pairs when using the left singular matrices. Note that surro-
gates for the Face-Speech CCA analyses were only analyzed when using the full matrices.
Each colored line represents one lag between the two sets of data, and the solid black line
represents the average number of significant canonical pairs for each window.
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(d) Speaker Speech Pair 22,
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Figure A.32: Plots of the largest proportion of variance explained by the significant canon-
ical pairs from the CCA between the designated speaker’s speech and the designated lis-
tener’s speech for four representative pairs when using the left singular matrices. Note that
surrogates for the Speech-Speech CCA analyses were only analyzed when using the full
matrices. Each colored line represents one lag between the two sets of data, and the solid
black line represents the average number of significant canonical pairs for each window.
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