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Abstract

More than 2.5 billion people lack access to an improved water supply and improved

sanitation facilities. Most of them are from lower-income countries (LICs)–where

annual municipal budgets for water and sanitation (WatSan) services are highly

variable, often inadequate to cover current operation and maintenance, and difficult

to use for investment in capital expansion projects. My research aims to provide

a budget allocation system for municipal WatSan managers in LICs in the face of

severe budget constraints; this budget allocation system aims to protect LICs from

public health impacts associated with inadequate water and sanitation services. The

process, called Sequential Budget Allocation, requires municipalities to set aside a

portion of their annual budget for capacity expansion, and optimizes the allocation

of these funds over the three services (drinking water supply–DWS, wastewater and

sewage treatment–WST, and municipal solid waste management–MSW) and across

the multiple service regions in the municipality. I first use a systems approach to

construct an integrated water and sanitation system model (IWSS), which represents

the deficit status of WatSan services in all regions. I use enteric diarrheal disease

(EDD) as the indicator of impact of inadequate WatSan services. Then, I propose

a nonlinear differential equations model called SIWDR (Susceptible-Infected-Water-

Dumpsite-Recovered), which links the status of WatSan services to the total incidents

of EDD in the service region. Finally, I use optimal control theory to allocate the

budget to the three services across the multiple service regions in the municipality in
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a sequence of annual investments designed to minimize the incidence of EDD over a

specified planning horizon. With certain budget constraints, the total cases of enteric

diseases are minimized in SIWDR.
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Chapter 1

Introduction

1.1 Background

Lack of water and sanitation services is an important problem in lower income countries1

(LICs), which results in health, economic, social, and environmental burdens. At least

700 million people lack regular access to safe drinking water and 2.5 billion people live

without improved sanitation facilities [84]. The collection of municipal solid waste is

usually less than 70% on average in these countries, and more than 50% of collected

waste is usually dumped in uncontrolled landfills [49] [15]. There is an excess demand

for WatSan services in the LICs; while, there is not enough budget to increase the

supply of these services (See Figure 1.1 below). Hence, there is a service gap between

time t-1 and t. Consequently, capital investment in WatSan services seeks to close

this service gap (deficit) over time.

The connections between unclean water, sanitation, and health are well established

[58] [24]. Approximately 1.6 million people (90 % of them are under 5 years of age) die

every year from diarrheal disease, resulting from the lack of access to WatSan services

1Lower income countries include countries that have GNI per capita of less than $4,125–using
the World Bank Atlas method [80]. While the dissertation is specific to communities that lack the
resources to provide sustained access to adequate WatSan services, the term lower income countries
(LICs) will be used to represent these communities as a whole.

1



1.1. BACKGROUND 2

Figure 1.1: A WatSan service, supply-demand deficit. The demand curve is labeled D,
and the supply curve is labeled S.

[85]. In addition, a “lack of safe water perpetuates a cycle whereby poor populations

become further disadvantaged, and poverty becomes entrenched” [90]. Illnesses caused

by contaminated water (e.g. acute respiratory infections, and schistosomiasis [47] [26])

force patients to miss school/work, which results in patients’ loss of opportunities and

incomes. Furthermore, the time spent collecting safe water elsewhere could be used in

other productive activities [35]. In the absence of proper waste management system,

discharging wastewater, leachate and sewerage into water sources can directly damage

ecosystems.

The lack of access to water and sanitation services has gotten worse in LICs due to

high population growth rates that exceeds the rate at which already deficient WatSan

service capacity is being expanded in those countries. The lower income countries

(LICs) have the world’s highest birth rates relative to middle- and higher-income

countries [84] [73]. As a result, the demand of WatSan services increases in these

countries. Yet, the budget for expanding water and sanitation services is limited. For

these LICs, the budget for capacity expansion mainly comes from development aid,

which is inconsistent and dependent on donor allocations each year [84]. WatSan is

2



CHAPTER 1. INTRODUCTION 3

a public service, hence WatSan systems are not operated for profit. Therefore, with

limited budgets, maximizing revenue of WatSan systems is not a feasible operating

objective [45] [22] [76] [91].

Besides budget and high population growth, LICs also lack other capacity factors,

such as human resources, institutions, environment, energy, and technical support.

This results in the inappropriate management of water and sanitation services [7] [6],

causing the supply of WatSan services to decrease even further over time. Thus, the

gap between demand and supply of WatSan services keeps widening over time.

In this dissertation, WatSan services refer to the following three services: drinking

water supply (DWS), wastewater and sewage treatment (WST), and municipal solid

waste (MSW) management. The general description of each service is explained

in the Salvato [60] [61]. According to his description, the three services can be

explained by their unit processes. Drinking water supply (DWS) service consists

of procurement, storage, treatment, and distribution of potable water. This service

is linked to individual health. Wastewater and sewage treatment (WST) service

consists of collection and treatment of effluents and human waste. This service is

linked to individual health and the state of the environment. Municipal solid waste

(MSW) service consists of collection and disposal of municipal solid waste, which does

not include hazardous waste. This MSW description follows subtitle D of the U.S.

Resource Conservation and Recovery Act (RCRA) [71]. However, this dissertation is

only concerned with domestic use of water and sanitation services, which excludes

other uses, such as agricultural and industrial use.

The integration of DWS, WST, and MSW services into a single water and sanitation

system (IWSS) is necessary for effective operation and maintenance (O&M) of these

services over multiple jurisdictions in a service region. Historically, DWS, WST,

and MSW services were designed and managed separately. Yet, doing so results in

redundancy and high capital and operating costs [44]. Magpili (2004) argued that

3
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these three basic services share material flows, institutions, finances, industrial, social,

and human resources, and organizations [46]. Thus, this research focuses on the

integration of DWS, WST, and MSW services over multiple jurisdictions into a single

IWSS for strategic capital investment.

Many researchers have integrated DWS, WST, and MSW services for effective

capacity expansion. Harremoes (1997) integrated DWS service with WST service,

using Material Flow Analysis (MFA) and life cycle analyses of water flow [33]. Louis

and Magpili (2007) integrated DWS, WST, and MSW services altogether [43]. Their

proposed integrated water and sanitation system proved to be beneficial in terms

of “administrative/finance, engineering, and customer service/marketing functions”

[44]. They also developed budget allocation strategies for one region, using the deficit

analysis based on risk analysis methods [46] [43]. In the US, Polk County in Georgia

and Seattle in Washington successfully used integrated WatSan systems to manage

their services [56] [64].

However, even with the integration of DWS, WST, and MSW services, it is

important to properly manage byproduct materials (i.e., sludge and leachate) in my

proposed model. Sludge is generated after the DWS treatment and WST process;

while leachate is generated after landfill process in the MSW service. Even small

quantities of sludge and leachate can cause many environmental and health problems,

because they contain enormous amounts of pathogenic microorganisms [31] [32] [59].

Plus, the situation is worse in the lower income countries where discharging of these

byproducts are regulated by weak laws and regulations [66]. Thus, the quantity of

sludge and leachate is considered in my model. This is for use in calculating the

demand for DWS, WST, and MSW services, for accurate assessment of the status of

WatSan services.

4
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1.2 Research questions

R1. How can we efficiently increase the supply of WatSan services to match the

demand for these services in different subdivisions of a municipal service region? The

goal is to provide sustained2 access to adequate3 water and sanitation services to lower

income countries?

R2. What indicators are appropriate for determining the proportions of budget suit-

able for each service in each region?

R3. What is an effective and equitable strategy for allocating portions of the annual

budget to each service in each subdivision over time?

In order to answer these questions, I argue that in order to provide sustained

access to WatSan services in the LICs, WatSan’s managers first need to understand

the interrelationships between water and sanitation services, and how they relate

across regions. I construct an integrated water and sanitation system (IWSS) model

using a systems approach. This is to assess the WatSan services in all regions as

a whole, and determine how water and sanitation services can be improved by the

capital investments made through the budget allocations. I use a systems approach

to analyze deficits in the WatSan services. Then, I try to reduce these deficits by

allocating the annual budget, for each service in each region, in a way that minimizes

the total cases of enteric diarrheal diseases (EDD). In this study, I propose to use

EDD as the indicator of deficient WatSan services.

Even though, lack of water and sanitation services also results in economic, social,

2Sustained here means at the scheduled time; at a specific location; and with adequate quantity,
and quality over the planning horizon.

3Adequacy of water and sanitation services means the quantity, quality, and accessibility of water
and sanitation services in accordance with the WHO or the local standards.

5



1.3. GOALS AND OBJECTIVES 6

and environmental burdens, only the connections between health and unclean water

and sanitation are well established [24] [58]. Researcher attempted to analyze the

impact of WatSan services on health. Esrey and colleagues examined 144 studies

analyzing the impact of WatSan on health. Researchers concluded that improvement

in WatSan services can substantially reduce the rates of morbidity and severity of

diseases such as diarrhoeal disease [25] [26] [50] [2]. Health impacts are interrelated to

economic, environmental, and social impacts. For instance, illnesses force patients to

miss schools/work, which results in the loss of incomes. Unhealthy people will not

have time to care for the environment around them.

Because deficiencies of DWS, WST, and MSW services result in adverse health

effects, I focus on health indicators, more specifically the incidence of EDDs. The

EDD is selected because it is the most common disease resulting from the lack of

adequate WatSan services, and the most commonly documented disease in official

health records [86] [68] [55].

Before undertaking the budget allocation, I examine how the lack of adequate

WatSan services can cause EDD in a particular region. I extend a compartmental model,

known as SIWR (Susceptible-Infected-Water-Recovered) model. It is a nonlinear

differential equation model that is often used in the case of water-borne diseases. I

extend SIWR to cover the lack of DWS, WST, MSW services.

1.3 Goals and objectives

The goal of this study is to develop a general model that can help with analysis

and decision making to increase access to adequate WatSan services in lower income

countries (LICs). This goal is achieved through the following three objectives:

6
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O1. To develop an integrated water and sanitation system (IWSS) model that monitors

the deficit in WatSan services over time.

O2. To determine an indicator that represents the impact of the deficit in WatSan

services and the effect of capital investment on reducing this deficit in WatSan services

over time.

O3. To develop a model to optimize the sequence of capital investments to reduce the

WatSan service deficit and its representative impact over the planning horizon.

1.4 Dissertation outline

The following is the outline of my dissertation. Chapter 2 provides a general description

of an Integrated Water and Sanitation System (IWSS), including the use of IWSS

to track the water and sanitation (WatSan) deficit in each region, and the relation

of this deficit to capital investment in WatSan services. Chapter 3 proposes the

compartmental model called Susceptible-Infected-Water-Dumpsite-Recovered (SIWDR).

Chapter 4 shows the fundamental properties of the SIWDR model, and includes

mathematical proofs of stability of the disease-free equilibrium and the endemic

equilibrium. Chapter 5 introduces an optimal control strategy in the SIWDR model

to guide IWSS capital investments across multiple services districts, which yields

numerical results. Chapter 6 concludes the dissertation with insights learned regarding

the practices in budget allocation for WatSan services, as well as insights that inform

the enteric diarrheal disease (EDD) transmission theory. This chapter also includes

future research directions.

7



Chapter 2

Integrated Water and Sanitation

System (IWSS)

As mentioned earlier, in LICs, the demand for WatSan services usually exceeds the

supply. This results in deficits in DWS, WST, and MSW service [46]. The gap between

the demand and supply for each service in each region needs to be monitored. So, I

construct a model of an integrated water and sanitation system (IWSS) for this purpose.

2.1 General description of an IWSS

An integrated water and sanitation system (IWSS) is composed of three WatSan

services (DWS, WST, and MSW) and N service regions. For example, in New York

City, DWS, WST, and MSW services must be provided to the five boroughs of the

Bronx, Brooklyn, Manhattan, Queens, and Staten Island. In this case N = 5. These

services are managed by municipal WatSan service managers. The general description

of IWSS is described below:

Let i be WatSan services for i = 1 = DWS, 2 = WST, and 3 = MSW

Let j be the jth region for j = 1, 2, . . . , N

8
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Let Gijt, be the gap between demand and supply of WatSan services in budget interval,

t. Gijt can be calculated as:

Gijt = Dijt − Sijt, (2.1)

where

Gijt represents the gap in service, i, in region, j, at time t,

Dijt represents the demand for service, i, in region, j, at time t,

Sijt represents the supply of service, i, in region, j, at time t,

t is the time index for t = 1, 2, . . . , T–The planning horizon is the capital planning

period for the multiple services infrastructure. This may range from a 5-year budget

plan for a system in a low-income country to a 50-year capital improvement plan for

an independent service authority in a high-income country [63].

Gijt is the state variable of IWSS. It can be displayed in the format below:

Table 2.1: State variables of an IWSS.

Region 1 Region 2 .... Region N
DWS (1) G11t G12t ... G1Nt

WST (2) G21t G22t ... G2Nt

MSW (3) G31t G32t ... G3Nt

Others (i)1

The initial state of IWSS is

Gij0 = Dij0 − Sij0

= Dij0in +Dij0int − Sij0in − Sij0out ,
(2.2)

1Other services can be considered in the future such as stormwater management (SWM).

9
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where

Gij0 represents the initial gap in service, i, in region, j, at time 0,

Dij0 represents the initial demand for service, i, in region, j, at time 0,

Sij0 represents the initial supply of service, i, in region, j, at time 0,

Dij0in represents the demand for service, i, in region, j, at time 0,

Dij0int represents the demand for service, i, in region, j, at time 0, obtained from

interrelationships among other services within region j,

Sij0in represents the supply of service, i, in region, j, at time 0,

Sij0out represents the supply of service, i, in the region, j, at time 0, obtained from

interrelationships in service i among other regions outside of region j.

Now, before Dij0int and Sij0out can be computed, the regional input/output WatSan

service system needs to be established. For Sij0out , the interrelationships occur when a

particular region utilizes/provides WatSan services from/to other regions. For Dij0int ,

the interrelationships occur when an output of a service become an input of other

services or vice versa as shown in Table 2.2 below. For example, sludge is an output

of both the DWS and WST service components, and becomes an input to the MSW

service component when it is treated at MSW facilities. Leachate is an output of

the MSW service component, and becomes an input to the WST service component

when it is treated at WST plants. Lastly, recycled wastewater is an output of the

WST service component, and becomes an input to the DWS service component in

some IWSS. A flow of recycled wastewater is assumed to be zero in this study because

recycled wastewater is legally prohibited as an input to the DWS service component

in most countries.

The interrelationships between the three WatSan services expressed in Dij0int and

Sij0out can be represented as matrices ID0 and IS0, respectively (see below). The

2Only in some countries (e.g., Singapore) with suitable technologies have recycled wastewater.
Singapore is a small country with limited water supplies; they recycle wastewater using various
technologies such as dual-membrane and ultraviolet disinfection [54].

10
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Table 2.2: Input/output WatSan service system.

Output System Input System
Recycled Wastewater2 WST DWS
Sludge DWS, WST MSW
Leachate MSW WST

elements in matrix ID0 are 0 if there are no interrelationships between any two WatSan

services. Otherwise, elements would equal to idmn0, which represents the demand for

service, n, by service, m, at time 0. IS0 is defined as the interrelationships between

supplies across services. Elements in matrix IS0 are 0 if there are no interrelationships

between the two services. Otherwise, elements would equal to ismn0, which represents

the supply of service, n, utilized from service, m, at time 0. This value is positive.

Alternatively, ismn0 is defined as supplies of m service provided to other services.

This value is negative. Both matrices are indexed as DWS1, WST1, MSW1, DWS2,

WST2, MSW2, . . . , DWSN , WSTN , MSWN . Here, N , is the total number of service

regions.

ID0 =


id110 . . . id1(3N)0

...
. . .

...

id(3N)10 . . . id(3N)(3N)0



IS0 =


is110 . . . is1(3N)0

...
. . .

...

is(3N)10 . . . is(3N)(3N)0



11
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Finally, Dij0int and Sij0out are calculated by adding up the column of ID0 and IS0

that represents the demand and supply of i service in the jth region.

2.2 Adjacency matrix

The notion of interrelationships between the three WatSan services is adapted from

the concept of adjacency matrices [30]. An adjacency matrix is a square matrix used

to represent a finite graph. Each element of a square matrix shows the relationship

between pairs of vertices. For a simple labeled graph, let vi and vj be vertex i and

vertex j, respectively. The element of the square matrix is 0 or 1 in position (vi, vj),

whether vi and vj are adjacent or not. Two examples are illustrated below. The first

example is the undirected graph with 3 vertices, which are adjacent. This graph is

represented by the matrix under the graph. At position (1, 2), (2, 1), (1, 3), (3, 1), (2,

3), and (3, 2), the elements of the matrix are 1. This matrix is symmetric.


0 1 1

1 0 1

1 1 0


Example 1: Undirected graph with 3 vertices

12
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The second example is the directed graph with 3 vertices, which are adjacent. This

graph is represented by the matrix under the graph. At position (1, 2), (1, 3), and (2,

3), the elements of the matrix are 1. This matrix is not symmetric.


0 1 1

0 0 1

0 0 0



Example 2: Directed graph with 3 vertices

The concept of an adjacency matrix is adapted to the IWSS problem and results

in the matrix ID0 and IS0 in the previous section. Instead of 0 or 1 in the position

(vi, vj), 1 is replaced by a weight of actual material per unit time when two vertices

are adjacent. 0 is left as 0 when two vertices are not adjacent.

2.3 IWSS diagrams

For the purpose of visualization, I draw a diagram representing the IWSS below (Figure

2.1). I use vertices and edges [10]. Vertices represent services, and edges represent flow

between services. I draw the IWSS’s diagram that shows interrelationships among

13



2.3. IWSS DIAGRAMS 14

services for one region first. The next figures (Figure 2.2 and 2.3) introduce consumers.

Solid edges represent demand flows, and dashed edges represent supply flows.

Figure 2.4 combines figures 2.2 and 2.3. This figure demonstrates IWSS within one

region.

Figure 2.1: Interrelationships among the three services for one region.

Figure 2.2: Demand flow

14
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Figure 2.3: Supply flow

Figure 2.4: The IWSS within one region

Suppose now there are multiple regions. The interrelationships among three regions

can be presented below (Figure 2.5). The additional dashed edges are created between

MSW1 and consumers in region 2 and 3. This means that the supply flows from

MSW1 located in region 1 are utilized by consumers in region 2 and 3.

15
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Figure 2.5: The IWSS for three regions

Figure 2.6: The IWSS for N regions

16
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Suppose N regions are considered. The interrelationships among N regions are

presented above. The dashed arrow is created between MSW5 and consumers in region

N in the Figure 2.6. This means the supply flows from the MSW5 located in region 5

is utilized by consumers in region N . This case is only one instance for N regions in an

IWSS. WatSan managers can draw this kind of diagram to fit their management regions.

Now, I derive equation (2.2) as

Gij0 = Dij0 − Sij0

= Dij0in +Dij0int − Sij0in − Sij0out

= (Popj0 × dij0) +
∑
n

idm(n)0 − xij0 −
∑
n

ism(n)0,

(2.3)

where

Popj0= number of population in the region, j, at time 0,

dij0 = the demand of service, i, per capita, in the region, j, at time 0,

xij0 = the current supply of service, i (service capacity), in the region, j, at time 0.

I am interested in capacity expansion of WatSan services. This expansion factor is

represented by population growth and capacity investment. I then assume that other

factors causing the change in state variables are constant.

If there is a capacity investment at time t, then the state variables can be written

as:

Gij(t+1) = Gij(t) − Uij(t) + Vij(t) +Wij(t), (2.4)

where

Gij(t+1) represents the gap of service, i, in the region, j, at time t+ 1,

Gij(t) represents the gap of service, i, in region, j, at time t,

17



2.4. CAPITAL INVESTMENT IN WATSAN SERVICES 18

Uij(t) represents the capacity expansion from capital investment (add service),

Vij(t) represents the increasing in demand resulting from population growth,

Wij(t) represents the increasing in demand resulting from capacity investment in other

services (an indirect impact),

t is the time index for t = 1, 2, . . . , T–planning horizon.

2.4 Capital investment in WatSan services

Now, I ask “what is the capacity expansion of each service needed to attain the

desired state variable, Gij(t+1)?”. This question is a typical question asked by WatSan

managers during water and sanitation planning. Now, I have to solve the equation

(2.4) for Uij(t).

Gij(t+1) = Gij(t) + Uij(t) − Vij(t) −Wij(t)

Uij(t) = Gij(t) −Gij(t+1) − Vij(t) −Wij(t)

(2.5)

The next step is to ask how much budget is needed to attain the desired state variable,

Gij(t+1). This information can be used in WatSan planning.

The process above can be done when the budget is unlimited. But if there is a

budget constriant, then how can WatSan managers simultaneously allocate budget to

each service in each region?

Finally, the impact of each WatSan service is used to determine the proportion of

the budget to allocate to each service, respectively. WatSan managers would allocate

the budget in the way that achieves the highest influence to the communities. Each

WatSan service yields different type of impacts such as human health, environmental,

and economic, which are difficult to estimate directly, relative to other WatSan

Services. In addition, data relating to all impacts is scarce. In this research, I

use a health impact as a proxy for WatSan’s impacts because the health impact is

18
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relatively well documented in official health records unlike environmental and economic

impacts, which are often not available. I use the incidence of enteric diarrheal disease

(EDD) as the health indicator as this is a commonly recorded statistics. The gap of

WatSan services, Gijt,will then be linked to the incidence of EDD through utilizing the

compartmental model. I will then determine the combination of capital investment

within WatSan services that best minimize the incidence of EDD.

2.5 Summary of an IWSS

This chapter quantitatively analyzes water and sanitation services in terms of demand

and supply of services. The IWSS is an extension of the conceptual model of water and

sanitation systems (Magpili, 2003) [46]: Whereas Magpili assumed a single aggregate

region, this IWSS model is able to capture multiple regions at once and demonstrate

interrelationships between WatSan services. In addition, the IWSS is used to track

the water and sanitation (WatSan) deficit in each region. The IWSS aims to improve

water and sanitation service in lower income countries. WatSan managers can use the

IWSS to evaluate water and sanitation service system across regions as a whole. This

would allow them to allocate resources across regions more efficiently, thereby reducing

the mismanagement of funds and improving overall access to WatSan services.

After the IWSS is developed, I am interested in the budget allocation to expand

WatSan services across multi-region. The difficulty of tracking the multi-region

sequential budget allocation (Magpili, 2003) can be summarized as follows:

i) WatSan managers may subjectively choose certain impacts of inadequate

WatSan services.

ii) WatSan managers have to calculate the impacts of the three services (DWS,

WST, and MSW service) in multiple different regions, i.e., for every service

and every region. This gets harder if many regions are involved, and allows
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errors to propagate throughout the process.

iii) WatSan managers need to calculate new impacts every time a new plan

occurs.

iv) In addition, after the investment, changes might be hard to calculate, which

causes the calculation of later impacts of inadequate WatSan services to be

imprecise.

For the remainder of this dissertation, I am going to develop the model called

SIWDR (Susceptible-Infected-Water-Dumpsite-Recovered), which links the status of

WatSan services to the total incidents of enteric diarrheal disease (EDD). Then, I

will use optimal control theory to find optimal strategies designed to minimize the

incidence of EDD over a specified planning horizon. This will help to eliminate the

difficulty of tracking the multi-region budget allocation above.
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Chapter 3

Compartmental Models

The goal of this research is to develop and test a model for reducing the deficit

in water and sanitation services (WatSan) in resource-constrainted communities in

order to reduce the incidence of enteric diarrheal disease (EDD). The connections

between unclean water, sanitation, and health are well established [58] [24] [85] [47]

[26]. Approximately 1.6 million people (90 % of them are under 5 years of age)

die every year from diarrheal disease, resulting from the lack of access to WatSan

services [85]. The rationale is that increasing WatSan services will reduce the incidence

of EDD, and this reduction is an indicator of improved access to WatSan services.

The WatSan services include drinking water supply (DWS), wastewater and sewage

treatment (WST), and municipal solid waste management (MSW). Relatedly, I want

to develop a systematic way to allocate the annual budget across these three services,

in order to achieve the greatest reduction in the number of the infected individuals.

In this research, I am interested in enteric pathogens associated with diarrhea in most

developing countries.

The enteric pathogens can be spread through many pathways from fecal matter

to humans by ingestion. For instance, the pathogens can be passed from the feces of

infected people to the surrounding environment, and finally to healthy individuals
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through water and food. The pathways are called fecal-oral disease transmission (fecal-

oral routes). The transmission of disease can be stopped by cutting the transmission

pathways. DWS, WST, and MSW services are added for this purpose. According to

Keusch (2006), improving DWS and WST services is an effective means of reducing

the number of infected individuals and the number of people who die each year as a

result of diarrhea [38]. However, MSW service is also taken into account in this case,

because there is limited formal management of MSW in many lower income countries.

Consequently, dumpsites1 can be one of the most important and largest reservoirs

of pathogens in these communities. Pathogens in the dumpsites can get into water

sources through leachate, which contaminates unprotected groundwater sources or

through precipitation that washes into surface water [40] [28]. On the other hand,

individuals can be infected if they come near the dumpsite and contact the waste

directly [42] [1] [62] [29]. This is common among waste pickers who make their living

retrieving waste items from dumpsites for the purpose of recycling. Sequential budget

allocations to improve access to DWS, WST, and MSW services affect the incidence

of WatSan-related diseases, represented by EDD.

3.1 Systems modeling

Starting with the SIWR (Susceptible-Infected-Water-Recovered) model [69] which is

built up on the SIR (Susceptible-Infected-Recovered) model invented by Kermack and

Mckendrick (1927), the ordinary differential equations (ODE) are written to express

the relations between the improvement of water and sanitation services and the rate of

infection [37]. I start with the SIR model that has three compartments as in Figure 3.1.

The three compartments are:

1informal solid waste sanitation sites.
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Figure 3.1: The SIR Model

1. Susceptible (S) represents individuals who may become infected if they have contact

with an infected individual.

2. Infected (I) represents individuals who are currently infected and can spread the

disease to S whom they contact.

3. Recovered (R) represents individuals who are previously infected, but are currently

recovered.

Let N = S + I +R be the total population size, Λ be birth rate, µ be mortality rate,

bI be the transmission rate (per capita), and γ be recovery rate. S, I, and R are

treated as continuous variables, and express the model in differential equations:

Ṡ = ΛN − bISI − µS

İ = bISI − γI − µI

Ṙ = γI − µR

(3.1)

where a dot (·) represents differentiation with respect to time (t).
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Figure 3.2: The SIWR Model with 1
ξW

represents pathogens lifetime in water reservoir

Tien and Earn (2010) introduced the SIWR model, which is obtained by adding

compartment W [69]. This model is used for waterborne disease transmissions. Line

α1I assumes the pathogens can be passed to water by infected individuals (shedding).

Now, if individuals use this infected water for food or for drinking, they will be infected.

This is represented by the rate of infection bWSW . Alternatively, the model can be

expressed in differential equations:

Ṡ = ΛN − bWSW − bISI − µS

İ = bWSW + bISI − γI − µI

Ẇ = α1I − ξWW

Ṙ = γI − µR

(3.2)

Now, what happens to the model if DWS (r1) and WST (r2) services are increased?

Given that r1 and r2 are representative of the ratio of people who received DWS and

WST services, respectively, in a community:

24



CHAPTER 3. COMPARTMENTAL MODELS 25

(i) If there are no DWS and WST services, r1 and r2 will be equal to zero, i.e., the

figure 3.2.

(ii) If r1 is increased, the rate of infected individuals (susceptible individuals turning

into infected ones) will be decreased because the rate is equal to (1− r1)bWSW .

(iii) If r2 is decreased, the rate of pathogens getting into water from infected

individuals ((1− r2)α1I) will be decreased.

Figure 3.3: Similar to the Figure 3.2, but adding level of service for DWS(r1) and
WST(r2)

Compartment D is added in the figure 3.4 below. D represents informal solid waste

sanitation sites (dumpsites), which are potential reservoirs of pathogens. Similarly,

r3 are representative of the ratio of those who received MSW services to the total

population in a community. This model is called the SIWDR (Susceptible-Infected-

Water-Dumpsite-Recovered) model. Three things to denote:
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(i) The compartment D is related to S because susceptible individuals can come

to contact with the infected waste directly. This is represented by (1− r3)bDSD.

(ii) The compartment D is also related to W , and this is represented by (1−r3)ψD.

(iii) It can be noted that if MSW service is increased, r3 will be increased. Thus,

the rate of infected individuals ((1−r3)bDSD) is decreased. Also, the rate of pathogens

getting into the surroundings ((1− r3)ψD) is decreased.

Figure 3.4: Flow diagram for the SIWDR model

Three transmission pathways can occur within the SIWDR model: person-to-

person, person-to-water, and person-to-dumpsite. The SIWDR model is used to

explain pathways of infection in waterborne diseases. Person-to-person rarely occurs

(i.e., zero transmission) among waterborne diseases, but it can occur in cholera.
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The system of nonlinear differential equations is

Ṡ = ΛN − (1− r1)bWSW − (1− r3)bDSD − bISI − µS

İ = (1− r1)bWSW + (1− r3)bDSD + bISI − γI − µI

Ẇ = (1− r2)α1I + (1− r3)ψD − ξWW

Ḋ = (1− r2)α2I − ξDD

Ṙ = γI − µR

(3.3)

Table 3.1: Variables for the SIWDR model (3.3), together with sample unit

Description Sample unit
S susceptible individual density individuals km−2

I infected individual density individuals km−2

R recovered individual density individuals km−2

W pathogen concentration in water reservoir2 cells ml−1

D pathogen concentration in dumpsite cells kg−1

N total population density individuals km−2

For ease of analysis, the system model (3.3) is scaled to be dimensionless variables.

Let N denote the total population size, N = S + I +R.

Also let

s = S
N

, i = I
N

, r = R
N

, w = ξW
α1N

W , d = ξD
α2N

D.

The transmission parameters are replaced by

βI = bIN , βW = bWα1N
ξW

, βD = bDα2N
ξD

.

2cells or colony-forming units.
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Then, the scaled version of the system model (3.3) is as following.

ṡ = Λ− (1− r1)βW sw − (1− r3)βDsd− βIsi− µs

i̇ = (1− r1)βW sw + (1− r3)βDsd+ βIsi− γi− µi

ẇ = ξW (1− r2)i+
(1− r3)α2ξWψ

α1ξD
d− ξWw

ḋ = ξD(1− r2)i− ξDd

ṙ = γi− µr

(3.4)

Table 3.2: Parameters for the SIWDR model (3.3) and (3.4) together with sample unit

Parameter Description Sample unit
bI person-person contact rate km2 individuals−1day−1

βI scaled person-person contact rate day−1

bW water-person contact rate ml cells−1day−1

βW scaled water-person contact rate day−1

bD dumpsite-person contact rate kg cells−1day−1

βD scaled dumpsite-person contact rate day−1

γ−1 infectious period day
ξ−1
W pathogen lifetime in water day
ξ−1
D pathogen lifetime in dumpsite day
α1 person-water contact rate “sheding” cells ml−1day−1km2individuals−1

α2 person-dumpsite contact rate cells kg−1 day−1km2individuals−1

ψ dumpsite-water contact rate kg ml−1day−1

Λ birth rate day−1

µ death rate day−1

r1 fraction of DWS coverage -
r2 fraction of WST coverage -
r3 fraction of MSW coverage -

The system model (3.4) is mathematically and epidemiologically well-posed and it

is sufficient to consider the dynamics of the flow generated by the system model (3.4).

Please refer to the chapter 4 for fundamental properties of the SIWDR model.

28



CHAPTER 3. COMPARTMENTAL MODELS 29

3.2 Numerical simulations

Table 3.3: Parameters used in the SIWDR model (3.3) and (3.4), initial values, range
explored, and sources of parameters are shown. Please refer to the Table 3.2 for the
meaning of each parameter, as well as its unit. Because budget decision occurs on a
monthly basis, I change units of all parameters from days to months.

Parameter Initial value Range explored Source
Λ 0.0018 0-0.0037 CIA World Factbook (2016) [16], [17]

µ 0.00064356 0-0.0012 CIA World Factbook (2016) [16], [18]

βI 0.5 0.3-3 Tuite (2011) [70], Eisenberg (2013) [23]

βW 2 0.0003-30 Tuite (2011) [70], Eisenberg (2013) [23]
Fung (2014) [27]

βD 4.49 0.0003-30 -

γ 1.5 1.5-30 Tuite (2011) [70], King (2008) [39],
WHO (2012) [89], Eisenberg (2013) [23]

α1 10 0.3-300 King (2008) [39], Hendrix (1971) [34]
Fung (2014) [27]

α2 25 0.3-300 -

ψ 50 0.3-300 -

ξW 1.4 0.6857-10 Tuite (2011) [70], Fung (2014) [27]

ξD 2 0.3477-12 UNICEF (2013) [72]

r1 0.635 0.0-1.0 WHO (2012) [88], WHO (2015) [87]

r2 0.225 0.0-1.0 WHO (2014) [88], WHO (2015) [87]

r3 0.1 0.0-1.0 Bras (2009) [8]

This section presents numerical simulations of the system model (3.4). Values of

parameters are taken from relevant literature. However, the values of βD, α2, and ψ

result from my own estimation. The values of βD, α2, and ψ are not estimated in the
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literature. Thus, I use the plausible range bounded by other values known from the

literature. The value of βD is assumed to be in the same plausible range as that of

βW . Similarly, the values of α2 and ψ are assumed to be in the same plausible range

as that of α1.

The assumed initial values are suited for cholera infection in Haiti in 2010 to

2015 [55]. I tune parameters by varying parameters within their plausible ranges to

obtain the set of initial values that has the basic reproduction number, R0
3 (Refer to

the chapter 4 for the fundamental properties of the SIWDR model) falls within the

plausible range of R0 [70] [52]. R0 equals to 2.135 for this initial set of parameters.

This value is selected because it equals to the average of the basic reproduction number

of cholera infection in Haiti. Once all values are set, I will later use this initial set of

parameters to illustrate the dynamics of all compartments.

The comparison between SIWDR model simulation and the incidence of cholera in

Haiti in 2010-2015 is shown below.

In the figure below, I scale down the simulation of SIWDR model, so that the

number of cholera infected population is close to the real number of infected population

each month in Haiti.

Notice that the dynamic of the number of infected population is similar to that

occurs in reality in Haiti. The number of infected population starts from a small

number. Then, it gradually increases to the maximum value, and drops to a constant

value, which is not equal to zero. That is, there are some people who are infected with

cholera in Haiti.

The graphs below are the numerical simulation of the SIWDR model using initial

values shown in the table 3.3. Three compartments (Susceptible, Infected, and

Recovered) are shown here in the figure 3.6 and 3.7. The figure 3.8 shows the

cumulative infected population.

3The basic reproduction number, R0, is defined as the expected number of cases that one infected
individual can produce by infecting other susceptible individuals during its infective period [74].
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Figure 3.5: The SIWDR model simulation.

Figure 3.6: The simulation of the SIWDR model using initial values in table 3.3. The
dynamics of the number of susceptible and recovered individuals are shown in this
figure.
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Figure 3.7: The simulation of the SIWDR model using initial values in table 3.3. The
dynamic of the number of infected individuals is shown in this figure.

Figure 3.8: The simulation of the SIWDR model using initial values in table 3.3. The
culmulative infected population is shown in this figure.
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It is interesting to note the dynamic behavior of compartment I. When I change

some parameters* from the table 3.3, I see the so-called damping behavior. The peak

that shows the number of infected population decreases over time; however, it occurs

again, with a smaller peak height (Figure 3.9 below). Additionally, by varying other

subsets of parameters, there could be more than 2 peaks. These trends are very similar

to that of the actual number of infected population overtime. Hence, the SIWDR

model is quite useful in predicting the number of infected population.

Figure 3.9: The number of infected population generated from the SIWDR model
*(Note: the values of each parameter that is varied from the table 3.3 are as follows:
βI = 3, βW=20, βD=30, α1=300, and α2=50)

The dynamic behavior of the compartment I is further observed when the value of

r1, r2, and r3 are varied. All other parameters are also tested with different values

within their plausible ranges shown in the table 3.3 (See appendix B).

The basic reproduction number, R0, is computed, and the number of infected

population at the end of time horizon (t = 60) is observed. According to the known

R0, the stability of SIWDR model is determined. If R0 < 1, then the steady-state
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is equal to 0. If R0 > 1, then the steady-state is not equal to 0. I denote that ε0

representing the steady-state is equal to 0 (the disease-free equilibrium), and I denote

that ε1 representing the steady-state is not equal to 0 (the endemic equilibrium). The

table 3.4, 3.5, and 3.6 shows R0 and the steady-state, with different range of r1, r2,

and r3. Please refer to chapter 4 for fundamental properties of the SIWDR model.

Figure 3.10: Plot shows the number of infected people with various values of parameter,
r1.

Table 3.4: Effect of r1 on R0 and I at t = 60.

r1 R0 I Stable equilibrium
0.0 5.7952 0.0017 ε1

0.2 4.6423 0.0006 ε1

0.4 3.4895 0.0004 ε1

0.6 2.3367 0.0011 ε1

0.8 1.1839 0.0000 ε1

1.0 0.0311 0.0098 ε0
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Figure 3.11: Plot shows the number of infected people with various values of parameter,
r2.

Table 3.5: Effect of r2 on R0 and I at t = 60.

r2 R0 I Stable equilibrium
0.0 2.7192 0.0054 ε1

0.2 2.1999 0.0003 ε1

0.4 1.6806 0.0000 ε1

0.6 1.1613 0.0000 ε1

0.8 0.6420 0.0000 ε0

1.0 0.1227 0.0000 ε0

Once the r1, r2, and r3 are obtained from the IWSS model (Gijt) (See the chapter 2

for more details), I increase the value of r1, r2, and r3 as a result of capital investment.

Increasing r1, r2, and r3 helps to reduce cases of cholera infection seen in the figure

3.10, 3.11, and 3.12. In chapter 5, I use optimal control theory to find investment

strategies for improving DWS, WST, and MSW services (r1, r2, and r3). This is to
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optimize the budget allocation across the three WatSan services over the planning

horizon.

Figure 3.12: Plot shows the number of infected people with various values of parameter,
r3.

Table 3.6: Effect of r3 on R0 and I at t = 60.

r3 R0 I Stable equilibrium
0.0 2.3648 0.0017 ε1

0.2 1.9051 0.0000 ε1

0.4 1.4454 0.0000 ε1

0.6 0.9857 0.0000 ε0

0.8 0.5259 0.0000 ε0

1.0 0.0662 0.0000 ε0
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3.3 WatSan’s service impact

Next, I compare the impact of each respective sanitation service on the incidence of

cholera. Unit cost of each WatSan service is also specified as needed. Unit cost of

WatSan services vary based on many factors such as types of technology, location,

size of communities, and so on. However, I assume that an appropriate technology is

house connection for the DWS service ($118) and simple pit latrine for WST service

($43). The cost of DWS and WST service per capita is the average of the minimum

(DWS = $92, WST = $26) and maximum (DWS = $144, WST = $60) cost for house

connection and simple pit latrine per capita from literature [67] [9] . Regarding MSW

service, I use the average cost of $32 to calculate the impacts.

Table 3.7: Cost of WatSan services in LIC. Table includes WatSan services, cost per
capita, ranges of cost per capita, technology, and source of the data.

Service Cost ($) Technology Source
DWS 92-144 House connection WHO/UNICEF (2000) [67], Cairncross (2006) [9]
DWS 31-64 Stand post WHO/UNICEF (2000) [67], Cairncross (2006) [9]
DWS 23-55 Borehole WHO/UNICEF (2000) [67], Cairncross (2006) [9]
DWS 21-48 Dug well WHO/UNICEF (2000) [67], Cairncross (2006) [9]
DWS 34-49 Rain Water WHO/UNICEF (2000) [67], Cairncross (2006) [9]
WST 120-160 Sewer connection WHO/UNICEF (2000) [67], Cairncross (2006) [9]
WST 52-112 Small bore sewer WHO/UNICEF (2000) [67], Cairncross (2006) [9]
WST 104-160 Septic tank WHO/UNICEF (2000) [67], Cairncross (2006) [9]
WST 50-91 Pour-flush WHO/UNICEF (2000) [67], Cairncross (2006) [9]
WST 50-57 Ventilation-improved latrine WHO/UNICEF (2000) [67], Cairncross (2006) [9]
WST 26-60 Simple pit latrine WHO/UNICEF (2000) [67], Cairncross (2006) [9]
MSW 16-100 not specified Cointreau (2006) [21]

Finally, I compare cases of reduction in each service. Interestingly, figure 3.13

shows that WST and MSW services have higher rate of reduction of EDD than that

of DWS service. WatSan managers would invest on WST and MSW services over the

DWS service. However, this result occurs as a result of taking into account the high

cost of technology within the DWS service. If low-cost technologies are used in the
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DWS service, the rate of reduction of EDD will turn out differently (See Table 3.7).

That is to say, the rate of reduction of EDD depends on technologies used.

Figure 3.13: Comparison of WatSan serivce investment.

If data on the parameters of a particular disease and data on unit costs of WatSan

technologies are available and reliable, I can improve the accuracy of this model

so that it could be used for making practical WatSan budget allocation decisions.

From the analyses/assumptions that I made in this chapter, I now have the system

model—the model that links together the state variables of IWSS and the incidence

of enteric diarrheal disease (EDD). I can later use this SIWDR model for simulation

and optimization algorithms.
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3.4 Summary of SIWDR model

I propose a nonlinear differential equations model called SIWDR (Susceptible-Infected-

Water-Dumpsite-Recovered), which relates the water and sanitation (WatSan) deficit

to the total incidents of enteric diarrheal disease (EDD) in a specific service region.

The SIWDR model is extended from the SIWR (Susceptible-Infected-Water- Recov-

ered)(Tien and Earn, 2010) [69], which is used to analyze the infectious diseases such

as cholera. The SIWDR is built by adding the compartment D (Dumpsite) into the

SIWR model. D compartment is added to complete WatSan services. Also, dumpsite

is an important transmission media of water-borne diseases. I use data from the

cholera outbreak in Haiti from 2010 to 2015 to test the SIWDR model. I also compare

cases of disease reduction in DWS, WST, and MSW. As a result, I can allocate the

budget across these three services in such a way that I minimize the incidence of EDD.
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Chapter 4

Fundamental Properties of SIWDR

Model

This chapter investigates many fundamental properties of the dynamics of the water

and sanitation (WatSan) deficit and its public health impact in a community. These

dynamics are captured in the SIWDR model. Both disease-free equilibrium and

endemic equilibrium of SIWDR are observed. In addition, the stability of both

equilibria is examined.

4.1 Feasible region of the equilibria of the model

All parameters and state variables are assumed to be non-negative because the system

model (3.4) represents human and pathogen populations. Also, r1, r2, r3 are fraction

of DWS, WST, MSW coverage respectively, 0 ≤ r1 ≤ 1, 0 ≤ r2 ≤ 1, 0 ≤ r3 ≤ 1.

Further, it remains to verified that all solutions with non-negative intitial conditions

are bounded and non-negative.
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Adding the first, second, and fifth equation of (3.4) and n = s+ i+ r.

ṅ = ṡ+ i̇+ ṙ

= Λ− µs− µi− µr

= Λ− µ(s− i− r)

= Λ− µn

Using an integrating factor, eµt, I have

n(t) = Λ
µ

+ Ce−µt ⇒ limt→∞ n(t) = Λ
µ
⇒ limt→∞ sup(n(t)) ≤ Λ

µ

Thus, s ≤ Λ
µ

, i ≤ Λ
µ

and r ≤ Λ
µ

Consider,

ḋ = ξD(1− r2)i− ξDd

≤ ξD(1− r2)
Λ

µ
− ξDd

⇒ limt→∞ sup(d(t)) ≤ Λ(1−r2)
µ

Thus, d ≤ Λ(1−r2)
µ

Next, consider

w′ = ξW (1− r2)i+
(1− r3)α2ξWψ

α1ξD
d− ξWw

≤ ξW (1− r2)
Λ

µ
+

(1− r3)α2ξWψ

α1ξD
(
Λ(1− r2)

µ
)− ξWw

=
ΛξW (1− r2)

µ
(1 +

(1− r3)α2ψ

α1ξD
)− ξWw

⇒ limt→∞ sup(w(t)) ≤ Λ(1−r2)
µ

(1 + (1−r3)α2ψ
α1ξD

)

Thus, w ≤ Λ(1−r2)
µ

(1 + (1−r3)α2ψ
α1ξD

)

Hence, all feasible solution of system model (3.4) are positive and ultimately enter the
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invariant attracting region.

Ω = {(s, i, r, w, d) : 0 ≤ s+ i+ r ≤ Λ
µ
, w ≤ Λ(1−r2)

µ
(1 + (1−r3)α2ψ

α1ξD
), d ≤ Λ(1−r2)

µ
}

Thus, existence, uniqueness, and continuation results for system model (3.4) hold in

Ω and all solutions starting in Ω remain in Ω for all t ≥ 0. The system model (3.4) is

mathematically and epidemiologically well-posed and it is sufficient to consider the

dynamics of the flow generated by the system model (3.4) in Ω.

There are two equilibria in the system model (3.4). The first equilibrium is called

disease-free equilibrium, where there is no disease in the system model. The second

equilibrium is endemic equilibrium, this equilibrium is attained while there is disease

in the system model. The basic reproduction number, R0, is defined as the expected

number of cases that one infected individual can produce by infecting other susceptible

individuals during its infective period [74]. R0 at both equilibrium will be calculated

because R0 is the most important quantity in mathematical epidemiology. This

quantity can indicate whether disease will break out or not. R0 is calculated by using

the next generation matrix approach [75]. In addition, this following section describes

the method to linearize the system model (3.4) and process to attain local and global

statbility of disease-free equilibrium from van den Driessche and Watmough (2008)

[74]. The outline (e.g., lemmas and theorems) of this chapter is adapted from Sharomi

and Gumel (2008)’s paper [65].

4.2 Stability of disease-free equilibrium (DFE)

4.2.1 Local stability

First, let’s analyze R0 at the disease-free equilibrium. Since compartment i, w, and d

have disease, compartment i, w, and d are assumed to be zero. Hence, the system
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model (3.4) has disease-free equilibrium at

ε0 : (s∗, i∗, w∗, d∗, r∗) = (
Λ

µ
, 0, 0, 0, 0). (4.1)

Next, the next generation method is used to compute R0. I use the van den Driessche

and Watmough (2008)’s next generation method, which is shown below [74]. This

method is applied to the SIWDR model. They assume there are n disease compart-

ments and m non-disease compartment, and let x ∈ Rn and y ∈ Rm be subpopulations

in each of these compartments. Now let Fi
0 be the rate of secondary infections increase

the ith disease compartment and let Vi
0 be the rate disease progression, death, and

recovery reduce the ith compartment. Then, the compartmental model can be written

as follow.

ẋi = Fi
0(x, y)− Vi0, i = 1, ..., n (4.2)

ẏj = gj
0(x, y), j = 1, ...,m (4.3)

The next generation matrix is written at the disease free equilibrium as FV −1. The

entry (i, j) of matrix F is the rate at which infected individual in compartment j

produce new infections in compartment i, and the (i, j) entry of matrix V −1 is the

expected time of stay in compartment i starting from compartment j. Now,

R0 = ρ(FV −1) (4.4)

is calculated, where ρ is defined as sprectal radius of matrix FV −1 (the largest

eigenvalue of FV −1). For the system model (3.4), first I write the system model (3.4)

in the form of disease and nondisease compartments and then linearized (4.2). I then
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write the system model with compartment i, w, d as

ẋ = (F − V )Tx (4.5)

where F = ∂Fi
0(0,y0)
∂xj

and V = ∂Vi
0(0,y0)
∂xj

.

There are assumptions to ensure the existence of this equilibrium and ensure the

model is well posed on Fi
0(x0, y0) and Vi

0(x0, y0); these assumptions can be viewed

on van den Driessche and Watmough (2008) [74] (see also section A.1 of Appendix

A). Now, the stability of the system model (3.4) at the disease-free equilibrium is

completely determined by the linear stability of (F − V ). Then, I have F 0 and V 0 as

follow

F 0 =


(1− r1)βW sw + (1− r3)βDsd+ βIsi

0

0



V 0 =


γi+ µi

−ξW (1− r2)i− (1−r3)α2ξWψ
α1ξD

d+ ξWw

−ξD(1− r2)i+ ξDd


Now, I can compute F and V as follow

F =


βI(

Λ
µ

) (1− r1)βW (Λ
µ

) (1− r3)βD(Λ
µ

)

0 0 0

0 0 0



V =


γ + µ 0 0

−ξW (1− r2) ξW − (1−r3)α2ξWψ
α1ξD

−ξD(1− r2) 0 ξD


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Then, I compute V −1

V −1 =


1

γ+µ
0 0

(1−r2)(α2ψ+α1ξD−α2ψr3)
α1ξD(γ+µ)

1
ξW

(1−r3)α2ψ

α1ξ2D

(1−r2)
γ+µ

0 1
ξD



The basic reproduction number, R0, is then determined by the spectral radius of the

matrix FV −1

R0 = ρ(FV −1)

= ΛβI+ΛβD(1−r2)(1−r3)
µ(γ+µ)

+ ΛβW (1−r1)(1−r2)(α2ψ+α1ξD−α2ψr3)
µ(γ+µ)α1ξD

= Λ(βIα1ξD+βW (1−r1)(1−r2)α1ξD+βW (1−r1)(1−r2)(1−r3)α2ψ+βD(1−r2)(1−r3)α1ξD)
µ(γ+µ)α1ξD

From Theorem 1 in Van den Driessche and Watmough (2002) [74] (see also Theo-

rem 5 of Appendix A.2), the following result is established.

Lemma 1. For the system (3.4), the DFE, ε0, is locally-asymptotically stable (LAS)

if R0 < 1, and unstable if R0 > 1.

The local stability result in Lemma 1 implies that for R0 < 1, the total number

of infected people in the population can be reduced to zero if the initial sizes of the

sub-populations of the model are in the basin of attraction of ε0. It is important

to show that DFE is globally-asymtotically stable (GAS) because the control of the

number of infected population at the steady-state is not effective when the control

depends on the initial sizes of the sub-populations of the model. This following section

shows that DFE is GAS.
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4.2.2 Global stability of DFE

I prove the following:

Theorem 1. The DFE is globally-asymptotically stable (GAS) in Ω if R0 < 1.

Proof. For the global stability at the disease-free equilibrium, I need to rewrite

equations (4.2) and (4.3) again in form

ẋ = −Ax− f(x, y), (4.6)

ẏ = g(x, y). (4.7)

By Theorem 2 [74] (see also Theorem 6 of Appendix A.3), two conditions need to be

checked.

(c1) A is a non-singular M -matrix

(c2) f ≥ 0

If these two conditions hold, then the disease-free equilibrium of (3.4) is globally

asymptotically stable. Choose A = V − F and write the system model (3.4) in the

form (4.6) and (4.7) as follows

ẋ = −(V − F )x−


βI(

Λ
µ
− s)i+ (1− r1)βW (Λ

µ
− s)w + (1− r3)βD(Λ

µ
− s)d

0

0


(4.8)
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ṡ = Λ− (1− r1)βW sw − (1− r3)βDsd− βIsi− µs

ṙ = γi− µr
(4.9)

It is clear that matrix (V − F ) is a non-singular M -matrix since the off diagonal

elements of (V − F ) are negative. Hence, to show that the disease-free equilibrium of

(3.4) is globally-asymptotically stable (GAS) for R0 < 1, it left to show that f ≥ 0.

Since Λ
µ
> s, see the proof in section 4.1 when I show that s ≤ Λ

µ
. Thus, f ≥ 0. I can

conclude that the disease-free equilibrium of (3.4) is GAS. �

4.3 Endemic equilibrium (EE)

4.3.1 Existence of endemic equilibrium

The existence of endemic equilibrium is explored as follows. The state variables of the

model (3.4), can be expressed at an arbitary EE, donoted by

ε1 = (s∗, i∗, w∗, d∗, r∗) (4.10)

The EE is obtained by setting the right-hand sides of equation (3.4) to zero. The

endemic equilibrium point is an implitcit solution. Hence, I need to write the solution

in terms of one variable; I select to write the solution in term of i∗ as follow. Let the

last equation of the system model (3.4) equal to 0.

r∗ =
γ

µ
i∗ (4.11)

Let ḋ in the system model (3.4) equal to 0.

d∗ = (1− r2)i∗ (4.12)
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Let ẇ in the system model (3.4) equal to 0, replace (4.12) into d∗.

Let k = (1− r2)(1 + (1−r3)α2ψ
α1ξD

)

w∗ = (1− r2)i∗ +
(1− r3)α2ψ

α1ξD
d∗

= (1− r2)i∗ +
(1− r3)α2ψ

α1ξD
(1− r2)i∗

= (1− r2)(1 +
(1− r3)α2ψ

α1ξD
)i∗

= ki∗

(4.13)

Let ṡ in the system model (3.4) equals to 0, replace (4.12) into d∗, and (4.13) into w∗.

s∗ =
Λ

(1− r1)βWw∗ + (1− r3)βDd∗ + βIi∗ + µ

=
Λ

(1− r1)βWki∗ + (1− r2)(1− r3)βDi∗ + βIi∗ + µ

(4.14)

Thus, (s∗, i∗, w∗, d∗, r∗) = ( Λ
(1−r1)βW ki∗+(1−r2)(1−r3)βDi∗+βI i∗+µ

, i∗, ki∗, (1− r2)i∗, γ
µ
i∗)

Next, an endemic equilibrium for the system model (3.4) when R0 > 1 will be exam-

imed. First, I will prove that the system model (3.4) has a unique endemic equilibrium.

Theorem 2. The system model (3.4) has a unique endemic equilibrium (EE), ε1, if

R0 > 1, and no EE if R0 ≤ 1.

Proof. Let s∗, i∗, w∗, d∗, r∗ be a constant solution of the system model (3.4). I can

express s∗, w∗, d∗, r∗ in term of i∗ as shown previously. I substitute (4.11), (4.12), (4.13), (4.14)

in the equation for i̇ and set i̇ = 0 given by
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0 = (1− r1)βW s
∗w∗ + (1− r3)βDs

∗d∗ + βIs
∗i∗ − γi∗ − µi∗

0 = (1− r1)βW s
∗ki∗ + (1− r3)βDs

∗(1− r2)i∗ + βIs
∗i∗ − γi∗ − µi∗

0 = i∗((1− r1)βW s
∗k + (1− r3)βDs

∗(1− r2) + βIs
∗ − γ − µ)

I notice that i∗ = 0, is the point where I have the disease-free equilibrium. Thus,

endemic equilibrium exists when

0 = (1− r1)βW s
∗k + (1− r3)βDs

∗(1− r2) + βIs
∗ − γ − µ (4.15)

I rearrange the equation (4.15) above to involve R0 as follow.

0 = s∗((1− r1)βWk + (1− r3)βD(1− r2) + βI)− (γ + µ)

Replace (4.14) into s∗

0 = Λ
(1−r1)βW ki∗+(1−r2)(1−r3)βDi∗+βI i∗+µ

((1−r1)βWk+(1−r3)βD(1−r2)+βI)−(γ+µ)

Let A = (1− r1)βWk + (1− r2)(1− r3)βD + βI . Then,

(γ + µ)(Ai∗ + µ) = Λ((1− r1)βWk + (1− r3)βD(1− r2) + βI)

i∗ =
Λ((1− r1)βWk + (1− r3)βD(1− r2) + βI)− µ(γ + µ)

(γ + µ)A
(4.16)

Divide µ(γ + µ) on the right hand side of the equation above on both numerator and

denominator and then consider the numerator only.

Λ((1−r1)βW k+(1−r3)βD(1−r2)+βI)−µ(γ+µ)
µ(γ+µ)
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I have

Λ((1−r1)βW k+(1−r3)βD(1−r2)+βI)−µ(γ+µ)
µ(γ+µ)

= Λ((1−r1)βW k+(1−r3)βD(1−r2)+βI)
µ(γ+µ)

− 1

=
Λ((1−r1)βW (1−r2)(1+

(1−r3)α2ψ
α1ξD

)+(1−r3)βD(1−r2)+βI)

µ(γ+µ)
− 1

= Λ((1−r1)βW (1−r2)(α1ξD+(1−r3)α2ψ)+(1−r3)βD(1−r2)α1ξD+βIα1ξD)
µ(γ+µ)α1ξD

− 1

= Λ(βIα1ξD+βW (1−r1)(1−r2)α1ξD+βW (1−r1)(1−r2)(1−r3)α2ψ+βD(1−r2)(1−r3)α1ξD)
µ(γ+µ)α1ξD

− 1

= R0 − 1

Consider the denominator of (4.16),

(γ+µ)A
µ(γ+µ)

= A
µ

Now assume A
µ

= a0 and R0 − 1 = a1. Thus, I have

i∗ = R0−1
A/µ

= a1
a0

I obtain

a0i
∗ − a1 = 0 (4.17)

Further, a1 > 0 for R0 > 0. Thus, the linear equation (4.17) has a unique positive

solution when R0 > 1 (i.e. i∗ > 0 if and only if R0 > 1). It should noted that if

R0 < 1, then a1 < 0. Hence, for R0 < 1, the quantity i∗ < 0 (which is biologically
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meaningless). Consequently, the endemic equilibrium, ε1, does not exist in this case.

Furthermore, for R0 = 1, the coefficient a1 = 0; making i∗ = 0 (coresponding to DFE).

�

4.3.2 Local stability of endemic equilibrium

The local stability of the unique endemic equilibrium (EE) is explored. I prove the

following:

Theorem 3. The unique EE of the model (3.4), is LAS if R0 > 1 and is close to 1.

Proof. Due to its high dimesionality, linearizing the model (3.4) around its unique

EE is burdensome. Therefore, I consider to use the centre manifold theory [11]. To

apply this method, I need to simplify and change variables in the model (3.4). Let

s = x1, i = x2, w = x3, d = x4, and r = x5, so that n = x1 + x2 + x5. Further, by

using vector notation X = (x1, x2, x3, x4, x5)T . The model (3.4) can be written in the

form dX
dt

= (f1, f2, f3, f4, f5)T , as follows:

dx1

dt
= f1 = Λ− (1− r1)βWx1x3 − (1− r3)βDx1x4 − βIx1x2 − µx1

dx2

dt
= f2 = (1− r1)βWx1x3 + (1− r3)βDx1x4 + βIx1x2 − γx2 − µx2

dx3

dt
= f3 = ξW (1− r2)x2 +

(1− r3)α2ξWψ

α1ξD
x4 − ξWx3

dx4

dt
= f4 = ξD(1− r2)x2 − ξDx4

dx5

dt
= f5 = γx2 − µx5 (4.18)

The Jacobian of the system (3.4) at EE, ε1, is given by
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J(ε0) =



−µ −βIΛ
µ

−(1−r1)βWΛ
µ

−(1−r3)βDΛ
µ

0

0 βIΛ
µ
− γ − µ (1−r1)βWΛ

µ
(1−r3)βDΛ

µ
0

0 ξW (1− r2) −ξW (1−r3)α2ξWψ
α1ξD

0

0 ξD(1− r2) 0 −ξD 0

0 γ 0 0 −µ



Then, let

J1 = Λ
µ

, J2 = (1−r1)βWΛ
µ

, J3 = (1−r3)βDΛ
µ

, and J4 = (1−r3)α2ξWψ
α1ξD

I reduce J(ε0) to be

J(ε0) =



−µ −J1βI −J2 −J3 0

0 J1βI − γ − µ J2 J3 0

0 ξW (1− r2) −ξW J4 0

0 ξD(1− r2) 0 −ξD 0

0 γ 0 0 −µ



I rewrite R0 as follow:

R0 = Λ(βIα1ξD+βW (1−r1)(1−r2)α1ξD+βW (1−r1)(1−r2)(1−r3)α2ψ+βD(1−r2)(1−r3)α1ξD)
µ(γ+µ)α1ξD

βI = R0µ(γ + µ)− ΛβD(1− r2)(1− r3)− ΛβW (1−r1)(1−r2)(α2ψ+α1ξD−α2ψr3)
α1ξD
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Consider the case when R0 = 1. Suppose, further that βI = β∗I is chosen as

a bifurcation parameter. Solving for βI from R0 = 1 gives

β∗I = µ(γ + µ)− ΛβD(1− r2)(1− r3)− ΛβW (1−r1)(1−r2)(α2ψ+α1ξD−α2ψr3)
α1ξD

β∗I = D1 −D2 −D3

where

D1 = µ(γ + µ)

D2 = ΛβD(1− r2)(1− r3)

D3 = ΛβW (1−r1)(1−r2)(α2ψ+α1ξD−α2ψr3)
α1ξD

The right eigenvectors of J(β∗I ) are given by w = [w1, w2, w3, w4, w5]T , where



−µ −J1βI −J2 −J3 0

0 J1βI − γ − µ J2 J3 0

0 ξW (1− r2) −ξW J4 0

0 ξD(1− r2) 0 −ξD 0

0 γ 0 0 −µ





w1

w2

w3

w4

w5


= 0

I obtain

w1 =
−(J1β∗

Iw2+J2w3+J3w4)

µ
< 0,
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w2 > 0,

w3 = ξW (1−r2)w2+J4w4

ξW
> 0,

w4 = (1− r2)w2 > 0,

w5 = γw2

µ
> 0

Further, J(β∗I ) has a left eigenvector v = [v1, v2, v3, v4, v5], where

(
v1 v2 v3 v4 v5

)


−µ −J1βI −J2 −J3 0

0 J1βI − γ − µ J2 J3 0

0 ξW (1− r2) −ξW J4 0

0 ξD(1− r2) 0 −ξD 0

0 γ 0 0 −µ


= 0

I obtain

v1 = 0,

v2 > 0,

v3 > 0,
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v4 = J3v2+J4v3
ξD

v5 = 0

The transformed system (4.18), with βI = β∗I , has at least one non-hyperbolic

equilibrium point because the linearized system has at least one eigenvalue with zero

real part. Thus, the center manifold theory can be applied to analyze the dynamics

of (4.18) with βI = β∗I . The following theorem [14] will be applied to show locally-

asymptotically stable (LAS) of the endemic equilibrium (EE) of the transformed

system (4.18).

Theorem 4. (Castillo-Chavez and Song [14])

Consider the following general system of ordinary differential equations with

parameter φ:

dx

dt
= f(x, φ), f : Rn × R→ R, f ∈ C2(Rn × R) (4.19)

where 0 is an equilibrium of the system, that is f(0, φ) = 0 for all φ, and assume that

A1. A = Dxf(0, 0) = ( ∂fi
∂xj

(0, 0)) is linearization matrix of the system around the

equilibrium 0 with φ evaluated at 0. Zero is a simple eigenvalues of A and

other eigenvalues of A have negative real parts;

A2. Matrix A has a right eigenvectors w and a left eigenvector v corresponding to

the zero eigenvalue.
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Let fk be the kth component of f and

a =
n∑

k,i,j=1

ukvivj
∂2fk
∂xi∂xj

(0, 0),

b =
n∑

k,i=1

ukvi
∂2fk
∂xi∂φ

(0, 0).

The local dynamics of the system around 0 is totally governed by a and b.

i. a > 0, b > 0. When φ < 0 with |φ| � 1, 0 is locally asymptotically

stable and there exists a positive unstable equilibrium; when 0 < φ� 1,

0 is locally asymptotically stable equilibrium;

ii. a < 0, b < 0. When φ < 0 with |φ| � 1, 0 is unstable; when 0 < φ� 1,

0 is locally asymptotically stable equilibrium, and there exists a positive

unstable equilibrium;

iii. a > 0, b < 0. When φ < 0 with |φ| � 1, 0 is unstable, there exists

a locally asymptotically stable negative equilibrium; when 0 < φ� 1,

0 is unstable, and a positive unstable equilibrium appears;

iv. a < 0, b > 0. When φ changes from negative to positive, 0 changes its

stability from stable to unstable. Correspondingly a negative unstable

equilibrium becomes positive and locally asymptotically stable.

To apply the above theorem, the following computations of a and b are neccessary.

For the system (4.18), the associated non-zero partial derivatives of the right hand
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side function (fi) are given by

∂2f1
∂x1x3

= −(1− r1)βW

∂2f1
∂x1x4

= (1− r3)βD

∂2f1
∂x1x2

= −βI

∂2f2
∂x1x3

= (1− r1)βW

∂2f2
∂x1x4

= (1− r3)βD

∂2f2
∂x1x2

= βI

∂2f1
∂x1φ

= −x2 = 0

∂2f1
∂x2φ

= −x1 = −Λ
µ

∂2f2
∂x1φ

= x2 = 0

∂2f2
∂x2φ

= x1 = Λ
µ

Hence, it follows from the above expressions that

a =
5∑

k,i,j=1

ukvivj
∂2fk
∂xi∂xj

(0, 0)
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=
5∑

k,i,j=1

ukvivj
∂2f1
∂xi∂xj

(0, 0) +
5∑

k,i,j=1

ukvivj
∂2f2
∂xi∂xj

(0, 0)

=
5∑

k,i,j=1

ukvivj
∂2f2
∂xi∂xj

(0, 0)

= v1w1w3(1− r1)βW + v2w1w4(1− r3)βD + v2w1w2βI

= v2w1(w3(1− r1)βW + w4(1− r3)βD + w2βI)

< 0

and

b =
5∑

k,i=1

ukvi
∂2fk
∂xi∂φ

(0, 0)

=
5∑

k,i=1

ukvi
∂2f1
∂xi∂φ

(0, 0) +
5∑

k,i=1

ukvi
∂2f2
∂xi∂φ

(0, 0)

= v1w2
∂2f1
∂x2φ

+ v2w2
∂2f2
∂x2φ

= v2w2
Λ
µ

> 0

Thus, a < 0 and b > 0. Hence, by Theorem 4 above, the unique endemic equilibrium

of the system (4.18), which exists whenever R0 > 1, is LAS whenever R0 > 1 and

β∗I < βI with βI close to β∗I . �

In the case of R0 > 1, numerous simulations of the model (3.4) show that ε1 is

globally-asymptotically stable. Thus, I make conjecture as follows:
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Conjecture 1. The unique endemic equilibrium of the model (3.4) is globally-

asymptotically stable in Ω, whenever R0 > 1.

4.4 Summary of the fundamental properties of the

SIWDR model

This chapter provides a rigorous mathematical study of the dynamics of the water

and sanitation (WatSan) deficit and its public health impact in a community. The

theoretical analysis of the SIWDR model reveals that the disease-free equilibrium is

globally-asymptotically stable whenever a certain threshold (known as the reproduction

number (R0)) is less than one. However, the disease-free equilibrium is unstable if the

threshold is greater than one. This implies that the number of infected population will

be effectively eliminated at the steady-state, if the threshold is made to be less than

one. In addition, I investigate an endemic equilibrium, and I prove that the endemic

equilibrium is locally-asymptotically stable whenever the threshold is more than one.
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Chapter 5

Optimal Control for SIWDR

Model

This chapter explains how improving WatSan services (drinking water supply–DWS,

wastewater and sewage treatment–WST, and municipal solid waste management–

MSW) can serve as a long-term control mechanism of enteric diarrheal disease (EDD).

Increasing DWS, WST, and MSW services helps to reduce the cases of the EDD in

the long run. Optimal control theory is applied to the SIWDR (Susceptible-Infected-

Water-Dumpsite-Recovered) model. Then, the optimal control is determined by the

Pontryagin’s Maximum Principle, the optimal solution is assessed, and cost index is

defined. The effects of 8 different control strategies (1. No control 2. DWS 3. WST

4. MSW 5. DWS and WST 6. DWS and MSW 7. WST and MSW 8. DWS, WST,

and MSW) are evaluated in 2 cases (1. R0 > 1 2. R0 < 1) by numerical simulations.

Lastly, I compare the optimal solution obtained from numerical simulations with other

allocation strategies, such as the strategy that allocates budget equally among WatSan

services. However, the result shows that the optimal solution reduces the number of

infected people more than any other strategies.

60



CHAPTER 5. OPTIMAL CONTROL FOR SIWDR MODEL 61

5.1 Introduction

Even though clean water and basic sanitation are necessary for health of all people

[58] [24], there are quite a number of people who do not have adequate water and

sanitation services, especially those in lower income countries (LICs). Approximately

1.6 million people die every year from diarrheal disease. Ninety percent of them are

children under 5 years of age [85]. Examples of diseases caused by contaminated

water and lack of access to Watsan services include acute respiratory infections, and

schistosomiasis [47] [26]. These health problems are urgent because they result in high

loss of patients’ opportunities and income obtained for work.

Poor WatSan services strengthen the many pathways to enteric pathogens trans-

mission. The pathogens can be passed from fecal matter of infected people to the

environment, which can finally get into healthy individuals through drinking unclean

water and food. This fecal-oral disease transmission (fecal-oral routes), however,

can be prevented in the long run by improving WatSan services, i.e., adding DWS,

and WST services [38]. MSW services are added in this case also due to its limited

formal management in many LICs. That is to say, dumpsites are one of the most

important and largest reservoirs of pathogens in these LICs. Pathogens would travel

from dumpsites through leachate to unprotected groundwater sources or surface water

as runoff [40] [28]. Individuals, such as waste pickers, can become infected when they

contact the infected water or waste directly [42] [1] [62] [29].

Mathematical models are important analysis tools in the control of infectious

disease. The SIR (Susceptible-Infected-Recovered) model, the ordinary differential

equations (ODE) model, invented by Kermack and Mckendrick (1927) [37] is the basic

modelling techniques used in the control of infectious disease. The SIR model is used

to analyze many infectious disease such as influenza [20] [53] and cholera [48]. The

populations in the SIR model are divided into the three distinct groups. Susceptible

(S) represents individuals who may become infected if they have contact with an
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Figure 5.1: Lower income countries map.

infected individual. Infected (I) represents individuals who are currently infected and

can spread the disease to S whom they contact. Recovered (R) represents individuals

who are previously infected, but are currently recovered.

The use of mathematical model allows us to evaluate different control strategies,

including the ones which are difficult to test in human population. For example, how

much oral cholera vaccines (OCVs) coverage would be necessary for cholera control?

In order to obtain the best control strategy, optimal control theory is used. The

general description of optimal control problems, analytical results, examples are

described by Lenhart and Workman (2007) [41]. More specific control strategies, such

as vaccines [4] [5] [77] [36], health-promotion campaigns [5] [12], isolation (health care)

[19], and quarantine and screening [5] [36] were fully described in the literature. These

control strategies give me an idea to use WatSan services as controls to reduce EDDs

transmission.
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5.2 Systems modeling

In this chapter the SIWDR (Susceptible-Infected-Water-Dumpsite-Recovered) model is

considered aiming at the control of EDDs spreading. The optimal control theory is

used to best allocate the budget under constraints.

Figure 5.2: Flow diagram for the SIWDR model

The system of nonlinear differential equations is

Ṡ = ΛN − (1− r1)bWS(t)W (t)− (1− r3)bDS(t)D(t)− bIS(t)I(t)− µS

İ = (1− r1)bWS(t)W (t) + (1− r3)bDS(t)D(t) + bIS(t)I(t)− γI(t)− µI(t)

Ẇ = (1− r2)α1I(t) + (1− r3)ψD(t)− ξWW (t)

Ḋ = (1− r2)α2I(t)− ξDD(t)

Ṙ = γI(t)− µR(t)

(5.1)
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For ease of analysis, the system model (5.1) is scaled to be dimensionless variables.

The scaled version of the system model (5.1) is

ṡ = Λ− (1− r1)βW s(t)w(t)− (1− r3)βDs(t)d(t)− βIs(t)i(t)− µs(t)

i̇ = (1− r1)βW s(t)w(t) + (1− r3)βDs(t)d(t) + βIs(t)i(t)− γi(t)− µi(t)

ẇ = ξW (1− r2)i(t) +
(1− r3)α2ξWψ

α1ξD
d(t)− ξWw(t)

ḋ = ξD(1− r2)i(t)− ξDd(t)

ṙ = γi(t)− µr(t)

(5.2)

I consider the system model (5.2) with initial conditions:

s(0) = s0, i(0) = i0, w(0) = w0, d(0) = d0, r(0) = r0

This study controls WatSan services and observes what happens to the number of

cholera infected population. u1(t), u2(t), and u3(t) are used to represent DWS, WST,

and MSW services, in the systems model (equation (5.2)), respectively.

ṡ = Λ− (1− r1)βW s(t)w(t)− (1− r3)βDs(t)d(t)− βIs(t)i(t)− µs(t)

i̇ = (1− r1 − u1(t))βW s(t)w(t) + (1− r3 − u3(t))βDs(t)d(t) + βIs(t)i(t)− γi(t)− µi(t)

ẇ = ξW (1− r2 − u2(t))i(t) +
(1− r3 − u3(t))α2ξWψ

α1ξD
d(t)− ξWw(t)

ḋ = ξD(1− r2 − u2(t))i(t)− ξDd(t)

ṙ = γi(t)− µr(t) + u1(t)βW s(t)w(t) + u3(t))βDs(t)d(t)

(5.3)

with initial conditions equal to the initial conditions above and with the bounds:

u1min ≤ u1(t) ≤ u1max, u2min ≤ u2(t) ≤ u2max, u3min ≤ u3(t) ≤ u3max
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5.3 Existence of solution of the control system

Before I discuss about the optimal control in the next section, I need to show the

existence of the solution of the control system first. I rewrite (5.3) in the following

form:

ẋ = Ax+ F (x) (5.4)

where a dot (·) represents differentiation with respect to time (t).

where

x = (s(t) i(t) w(t) d(t) r(r))T ,

A =



−µ 0 0 0 0

0 −γ − µ 0 0 0

0 ξW (1− r2 − u2(t)) −ξW (1−r3−u3(t))α2ξWψ
α1ξD

0

0 ξD(1− r2 − u2(t)) 0 −ξD 0

0 γ 0 0 −µ


,

F (x) =



Λ− (1− r1)βW s(t)w(t)− (1− r3)βDs(t)d(t)− βIs(t)i(t)

(1− r1 − u1(t))βW s(t)w(t) + (1− r3 − u3(t))βDs(t)d(t) + βIs(t)i(t)

0

0

u1(t)βW s(t)w(t) + u3(t)βDs(t)d(t)


.
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I set

G(x) = Ax+ F (x) (5.5)

The second term on the right hand side of (5.5) satisfies

F (x1)− F (x2) =



Λ− (1− r1)βW s1(t)w1(t)− (1− r3)βDs1(t)d1(t)− βIs1(t)i1(t)

(1− r1 − u1(t))βW s1(t)w1(t) + (1− r3 − u3(t))βDs1(t)d1(t) + βIs1(t)i1(t)

0

0

u1(t)βW s1(t)w1(t) + u3(t)βDs1(t)d1(t)



−



Λ− (1− r1)βW s2(t)w2(t)− (1− r3)βDs2(t)d2(t)− βIs2(t)i2(t)

(1− r1 − u1(t))βW s2(t)w2(t) + (1− r3 − u3(t))βDs2(t)d2(t) + βIs2(t)i2(t)

0

0

u1(t)βW s2(t)w2(t) + u3(t)βDs2(t)d2(t)



F (x1)− F (x2) ≤ max{s1, s2}×
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

−(1− r1)βW |w1(t)− w2(t)| − (1− r3)βD|d1(t)− d2(t)| − βI |i1(t)− i2(t)|

(1− r1 − u1(t))βW |w1(t)− w2(t)|+ (1− r3 − u3(t))βD|d1(t)− d2(t)|+ βI |i1(t)− i2(t)|

0

0

u1(t)βW |w1(t)− w2(t)|+ u3(t)βD|d1(t)− d2(t)|



|F (x1)− F (x2)| ≤ max{s1, s2}×

{(1− r1)2β2
W |w1(t)− w2(t)|2 + (1− r3)2β2

D|d1(t)− d2(t)|2 + β2
I |i1(t)− i2(t)|2+

2(1− r1)βW |w1(t)− w2(t)|(1− r3)βD|d1(t)− d2(t)|+

2(1− r1)βW |w1(t)− w2(t)|βI |i1(t)− i2(t)|+

2(1− r3)βD|d1(t)− d2(t)|βI |i1(t)− i2(t)|+

(1− r1−u1(t))2β2
W |w1(t)−w2(t)|2 + (1− r3−u3(t))2β2

D|d1(t)− d2(t)|2 +β2
I |i1(t)−

i2(t)|2+

2(1− r1 − u1(t))βW |w1(t)− w2(t)|(1− r3 − u3(t))βD|d1(t)− d2(t)|+

2(1− r1 − u1(t))βW |w1(t)− w2(t)|βI |i1(t)− i2(t)|+

2(1− r3 − u3(t))βD|d1(t)− d2(t)|βI |i1(t)− i2(t)|+

u1(t)2β2
W |w1(t)− w2(t)|2 + u3(t)2β2

D|d1(t)− d2(t)|2

2u1(t)βW |w1(t)− w2(t)|u3(t)βD|d1(t)− d2(t)|} 1
2

|F (x1)− F (x2)| ≤ max{s1, s2}×

{M1|w1(t)− w2(t)|2 +M2|d1(t)− d2(t)|2 +M3|i1(t)− i2(t)|2+

M4 ×max{|w1(t)− w2(t)|, |d1(t)− d2(t)|}2+

M5 ×max{|w1(t)− w2(t)|, |i1(t)− i2(t)|}2+

M6 ×max{|d1(t)− d2(t)|, |i1(t)− i2(t)|}2} 1
2
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where,

M1 = (1− r1)2β2
W + (1− r1 − u1(t))2β2

W + u1(t)2β2
W

M2 = (1− r3)2β2
D + (1− r3 − u3(t))2β2

D + u3(t)2β2
D

M3 = 2β2
I

M4 = 2(1−r1)βW (1−r3)βD+2(1−r1−u1(t))βW (1−r3−u3(t))βD+2u1(t)βWu3(t)βD

M5 = 2(1− r1)βWβI + 2(1− r1 − u1(t))βWβI

M6 = 2(1− r3)βDβI + 2(1− r3 − u3(t))βDβI

Then, I can combine the last three terms with the first three terms, and I can write

the inequality in term of |w1(t)− w2(t)|, |d1(t)− d2(t)|, |i1(t)− i2(t)|. Thus, I obtain

|F (x1)−F (x2)| ≤ M̂(|s1(t)−s2(t)|+ |i1(t)−i2(t)|+ |w1(t)−w2(t)|+ |d1(t)−d2(t)|),

where the positive constant M̂ is independent of state variable s(t), i(t), w(t), and

d(t). Also, I obtain

|G(x1)−G(x2)| ≤M∗|x1 − x2|,

where M∗ = max{M̂, ||A||} < ∞. Hence, the function G is uniformly Lipschitz

continuous. From the property of function G, non-negativity of state variables, and

the definition of control u1(t), u2(t), and u3(t), I conclude that the solution of the

system (5.3) exists.

5.4 Optimal control strategy

The definition of cost index is as follow:
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J(t, x(t), u1(t), u2(t), u3(t)) =

∫ tf

ti

L(t, x(t), u1(t), u2(t), u3(t))dt

=

∫ tf

ti

[Ai(t) +
1

2
τ1u1(t)2 +

1

2
τ2u2(t)2 +

1

2
τ3u3(t)2]dt

(5.6)

with A, τ1, τ1, τ1 > 0 represnting the weights in the cost index. ti ≥ 0 and tf > 0

represent the fixed initial time and fixed final time of the control interval. The goal is

to minimize the infected individuals using minimal control efforts.

Therefore, I consider the following problem.

Problem: statement of the problem is as follow:

minu1,u2,u3 J(t, x(t), u1(t), u2(t), u3(t)) = minu1,u2,u3
∫ tf
ti
L(t, x(t), u1(t), u2(t), u3(t))dt

subject to ẋ = f(t, x(t), u1(t), u2(t), u3(t)),

x(t0) = x0.

For our purposes, f and L are always differentiable in all arguments.

Let’s define the Hamitonian function:

H(·) = L(t, x(t), u1(t), u2(t), u3(t)) + λ(t)Tf(t, x(t), u1(t), u2(t), u3(t)) (5.7)
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= (Ai(t) + 1
2
τ1u1(t)2 + 1

2
τ2u2(t)2 + 1

2
τ3u3(t)2)+

λ1(t){Λ− (1− r1)βW s(t)w(t)− (1− r3)βDs(t)d(t)− βIs(t)i(t)− µs(t)} +

λ2(t){(1− r1 − u1(t))βW s(t)w(t) + (1− r3 − u3(t))βDs(t)d(t) + βIs(t)i(t) -

γi(t)− µi(t)} +

λ3(t){ξW (1− r2 − u2(t))i(t) + (1−r3−u3(t))α2ξWψ
α1ξD

d(t)− ξWw(t)} +

λ4(t){ξD(1− r2 − u2(t))i(t)− ξDd(t)} +

λ5(t){γi(t)− µr(t) + u1(t)βW s(t)w(t) + u3(t)βDs(t)d(t)}

where λ is the Lagrange multiplier (adjoint variable).

Let x∗ be the optimal state trajectory.

Let u∗1, u∗2, u∗3 be optimal controls.

Let λ∗ be corresponding Lagrange multiplier.

From the Pontryagin’s maximum principle [57], the following result holds.

(1) All admissible controls u∗1(t), u∗2(t), u∗3(t)

H(x∗(t), u∗1(t), u∗2(t), u∗3(t), λ∗(t)) ≤ H(x∗(t), ū1(t), ū2(t), ū3(t), λ∗(t))

(2) Costate equations

λ̇∗1(t) = −∂H(x(t),u1(t),u2(t),u3(t),λ(t))
∂s(t)

|∗
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= −λ∗1(t){−(1 − r1)βWw(t) − (1 − r3)βDd(t) − βIi(t) − µ} − λ∗2(t){(1 − r1 −

u∗1(t))βWw(t) + (1− r3 − u∗3(t))βDd(t) + βIi(t)}

λ̇∗2(t) = −∂H(x(t),u1(t),u2(t),u3(t),λ(t))
∂i(t)

|∗

= −A+ λ∗1(t)βIs(t)− λ∗2(t){βIs(t)− γ − µ} -

λ∗3(t)ξW (1− r2 − u∗2(t))− λ∗4(t)ξD(1− r2 − u∗2(t))

λ̇∗3(t) = −∂H(x(t),u1(t),u2(t),u3(t),λ(t))
∂w(t)

|∗

= λ∗1(t)(1− r1)βW s(t)− λ∗2(t)(1− r1 − u∗1(t))βW s(t) + λ∗3(t)ξW

λ̇∗4(t) = −∂H(x(t),u1(t),u2(t),u3(t),λ(t))
∂d(t)

|∗

= λ∗1(t)(1−r3)βDs(t)−λ∗2(t)(1−r3−u∗3(t))βDs(t)−λ∗3(t)(1−r3−u∗3(t))(ψα2ξW/(α1ξD))+

λ∗4(t)ξD

λ̇∗5(t) = −∂H(x(t),u1(t),u2(t),u3(t),λ(t))
∂r(t)

|∗

= λ∗5(t)µ

(3) Transversility condition

λ1(tf ) = λ2(tf ) = λ3(tf ) = λ4(tf ) = λ5(tf ) = 0
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I consider the optimality condition as follow:

∂H(·)
∂u1(t)

|∗ = 0⇒ u∗1(t) =
λ∗2(t)βW s(t)w(t)

τ1

∂H(·)
∂u2(t)

|∗ = 0⇒ u∗2(t) =
(λ∗3(t)ξW+λ∗4(t)ξD)i(t)

τ2

∂H(·)
∂u2(t)

|∗ = 0⇒ u∗3(t) =
λ∗2(t)βDd(t)s(t)+(λ∗3(t)α2ψξW d(t))/(α1ξD)

τ3

Since I consider bounds on the controls, the optimal controls u∗1(t), u∗2(t), u∗3(t) must

satisfy the following optimality condition:

u∗1(t) =


u1min if ∂H(·)

∂u1(t)
> 0

λ∗2(t)βW s(t)w(t)

τ1
if ∂H(·)

∂u1(t)
= 0

u1max if ∂H(·)
∂u1(t)

< 0

u∗2(t) =


u2min if ∂H(·)

∂u2(t)
> 0

(λ∗3(t)ξW+λ∗4(t)ξD)i(t)

τ2
if ∂H(·)

∂u2(t)
= 0

u2max if ∂H(·)
∂u2(t)

< 0
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u∗3(t) =


u3min if ∂H(·)

∂u3(t)
> 0

λ∗2(t)βDd(t)s(t)+(λ∗3(t)α2ψξW d(t))/(α1ξD)

τ3
if ∂H(·)

∂u3(t)
= 0

u3max if ∂H(·)
∂u3(t)

< 0

The numerical solution of the optimal control problem is discussed in the next

section.

5.5 Results and discussion

Because solutions to the equation (5.3) cannot be obtained directly, I use a numerical

method to find the optimal controls for u1, u2, and u3. This is to best reduce the

number of cholera infected population (referred in the equation (5.3)). Using the Pon-

tryagin’s maximum principle, I discover the necessary conditions used in the numerical

method, Forward-Backward Sweep Method by Lenhart (2007). These conditions are

needed to find the optimal controls for u1, u2, and u3. In this numerical method,

Matlab code is written by adapting from the code in Lenhart (2007)’s book, Optimal

Control Applied to Biological Model [41]. Within the code, I apply the Runge-Kutta

method to forwardly approximate solutions of the ordinary differential equation (equa-

tion (5.3)); while the value of t starts from 0 to 60. Then, I apply the Runge-Kutta

method once again to backwardly approximate solutions of the costate equations;

while the value of t starts from 60 to 0. Finally, the numerical solutions of the equation

(5.3) are obtained. See details of the Matlab code in the Appendix C.

I use the values of parameters shown in the table 3.3 to observe what happens to the

number of cholera infected population when putting WatSan-service control strategies

(equation (5.3)). The values and plausible range explored are taken directly from

relevant literature. Minimum and maximum values of each parameter are presented.
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These values will be used to represent the 2010-2015 cholera outbreak in Haiti.

The cost index were chosen in order to minimize the effect over the infected

population with respect to the control u1, u2, and u3.

A = 3, τ1 = 1, τ2 = 1, τ3 = 1.

Also, a limitation on each control is as follow:

0.001 ≤ u1 ≤ 0.365, 0.001 ≤ u2 ≤ 0.775, 0.001 ≤ u3 ≤ 0.900

The lower bound for each control parameter is set to 0.1%. This is because WatSan

services are set to always be increased or stay the same. Upper bounds vary for

each control parameter depending on WatSan coverage. However, for each control

parameter, the upper bound cannot go above 1− ri, for i = 1, 2, and 3. If the upper

bound goes above this value, the value of 1− ri− ui will fall below 0, and this violates

the bound set for each parameter mentioned in the chapter 4.

The initial conditions1 are:

s0 = 1− 1
10320000

, i0 = 1
10320000

, w0 = 0, d0 = 0 , r0 = 0

Below, the reference situation is when there is no control. I want to see what happens

to the number of infected population when no control exists. This way, various control

strategies can be explored. The following percentage is evaluated as follows:

1The total population of Haiti is 10,320,000.
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kI =
∫ tf
ti

I(t)−
∫ tf
ti

Î(t)∫ tf
ti

Î(t)
× 100

where

ti is the fixed initial time (ti = 0),

tf is the fixed final time (tf = 60),

I(t) is the infected population at time t in one of the considered control situations,

Î(t) is the infected population at time t in the reference situation with no control.

Two cases are studied:

1. Case 1 is when R0 > 1; endemic equilibrium.

2. Case 2 is when R0 < 1; disease-free equilibrium.

In the case 1, I use the same values for each parameter used in the 2010-2015 cholera

outbreak in Haiti (See the table 3.3). In the case 2, the values for each parameter are

the same as in the case 1, except the value of γ. I change the γ value from 1.5 to 3.22,

so that R0 falls below 1 (0.99). This is to imitate what happens in reality during the

cholera outbreak. During the outbreak, there will be an increase in vaccines that helps

develop immunity in the exposed, but uninfected population. The vaccines lengthen

the time it takes for the uninfected population to be infected, decreasing the 1
γ

value

(infectious period), which in turn, causing R0 value to fall below 1.

I test 8 different situations within each case: situations with 1) no control, 2) u1,

3) u2, 4) u3, 5) u1 and u2, 6) u1 and u3, 7) u2 and u3, and 8) u1, u2, and u3. See the

table 5.1 below for details. u1, u2, and u3 represent controls in DWS, WST, and MSW

services, respectively.
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For case 1 (R0 > 1; endemic equilibrium), the total number of infected population

is summarized in the table 5.1:

Table 5.1: Case 1: Comparison of number of infected population in the situation with
no controls, and that with controls.

Situation Total number of infected population kI
1. no controls 0.3270 0.00
2. u1 0.1762 -46.12
3. u2 0.3267 -0.09
4. u3 0.3183 -2.66
5. u1, u2 0.1759 -46.21
6. u1, u3 0.1760 -46.18
7. u2, u3 0.3180 -2.75
8. u1, u2, u3 0.1758 -46.25

From the table 5.1, the last case, with controls in DWS, WST, and MSW services,

results in the least number of infected population (-46.25%). Also, u1 or controls

in DWS services is the most influential factor in reducing the number of infected

population. This is seen in the situation 2, 5, 6, and 8 where u1 exists, and the total

number of infected population is reduced in approximately the same amount. u2 is the

least influential factor (-0.09%), and u3 has small influence on the number of infected

population (-2.66%).

The figure 5.3 below shows the dynamic of all variables, u1, u2, and u3 in the

SIWDR model, in the situation 8.

The graphs of the Susceptible (S ), Infected (I ), and Recovered (R) variables with

u1, u2 and u3 look quite similar to the case with no controls. Infected variable

changes drastically–the number of infected population has dropped from the maximum

point (Figure 5.3). The graphs of the Water (W ) and Dumpsite (D) variables show

similar results. The number of infected population gradually increases and reaches its

maximum.

When the infectious group’s population reaches its peak, u1 and u3 increase rapidly.
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After the peak time, u1 and u3 are steady, and u2 increase gradually until time equals

to 55.

Figure 5.3: Case 1: Solutions of the SIWDR model with u1, u2 and u3.

The peak of cholera epidemic decreases when controls that involve u1 are applied

(Figure 5.4). However, the peak time stays close to the peak time of the reference
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situation. Figure 5.5 shows that controls involving u1 have the similar dynamic in

infected compartment.

Figure 5.4: Case 1: The number of infected population in the eight different situations.

Figure 5.5: Case 1: The number of infected population in the four different situations
that involve u1.
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Weights of u1, u2 and u3 affect the total number of infected population, and

determine how to allocate budget to each service (See Table 5.2 below).

Table 5.2: Case 1: Sensitivity analysis of various control parameters.

Case Total number of infected population kI
A=3,τ1 = 1,τ2 = 1,τ3 = 1 0.1758 0.00
A=3,τ1 = 1,τ2 = 1,τ3 = 2 0.1758 0.00
A=3,τ1 = 1,τ2 = 1,τ3 = 3 0.1758 0.00
A=3,τ1 = 1,τ2 = 2,τ3 = 1 0.1759 0.06
A=3,τ1 = 1,τ2 = 2,τ3 = 2 0.1759 0.06
A=3,τ1 = 1,τ2 = 2,τ3 = 3 0.1759 0.06
A=3,τ1 = 1,τ2 = 3,τ3 = 1 0.1759 0.06
A=3,τ1 = 1,τ2 = 3,τ3 = 2 0.1760 0.11
A=3,τ1 = 1,τ2 = 3,τ3 = 3 0.1760 0.11
A=3,τ1 = 2,τ2 = 1,τ3 = 1 0.2426 38.00
A=3,τ1 = 2,τ2 = 1,τ3 = 2 0.2429 38.17
A=3,τ1 = 2,τ2 = 1,τ3 = 3 0.2429 38.17
A=3,τ1 = 2,τ2 = 2,τ3 = 1 0.2428 38.11
A=3,τ1 = 2,τ2 = 2,τ3 = 2 0.2430 38.23
A=3,τ1 = 2,τ2 = 2,τ3 = 3 0.2431 38.28
A=3,τ1 = 2,τ2 = 3,τ3 = 1 0.2428 38.11
A=3,τ1 = 2,τ2 = 3,τ3 = 2 0.2430 38.23
A=3,τ1 = 2,τ2 = 3,τ3 = 3 0.2431 38.28
A=3,τ1 = 3,τ2 = 1,τ3 = 1 0.2680 41.07
A=3,τ1 = 3,τ2 = 1,τ3 = 2 0.2691 53.06
A=3,τ1 = 3,τ2 = 1,τ3 = 3 0.2694 53.25
A=3,τ1 = 3,τ2 = 2,τ3 = 1 0.2681 52.50
A=3,τ1 = 3,τ2 = 2,τ3 = 2 0.2692 53.14
A=3,τ1 = 3,τ2 = 2,τ3 = 3 0.2696 53.33
A=3,τ1 = 3,τ2 = 3,τ3 = 1 0.2681 52.51
A=3,τ1 = 3,τ2 = 3,τ3 = 2 0.2692 53.15
A=3,τ1 = 3,τ2 = 3,τ3 = 3 0.2696 53.34
A=2,τ1 = 1,τ2 = 1,τ3 = 1 0.2176 23.77
A=1,τ1 = 1,τ2 = 1,τ3 = 1 0.2696 53.34
A=0.1,τ1 = 1,τ2 = 1,τ3 = 1 0.3205 82.33
A=3.1,τ1 = 1,τ2 = 1,τ3 = 1 0.1732 -1.45
A=3.2,τ1 = 1,τ2 = 1,τ3 = 1 0.1709 -2.78

From the table 5.2, one can see that changing the weights of u1, u2 and u3 results

in change of the total number of infected population. These weights represent relative

prices of technology in each service.
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For case 2 (R0 < 1; disease-free equilibrium), the total number of infected popula-

tion is summarized in the table 5.3:

Table 5.3: Case 2: Comparison of number of infected population in the situation with
no controls, and that with controls.

Situation Total number of infected population kI
1. no controls 0.1606 0.00
2. u1 0.1226 -23.66
3. u2 0.1606 0.00
4. u3 0.1592 -0.87
5. u1, u2 0.1227 -23.60
6. u1, u3 0.1226 -23.66
7. u2, u3 0.1592 -0.87
8. u1, u2, u3 0.1227 -23.60

The situation 2 with controls in DWS services (u1) and the situation 6 with

controls in DWS and MSW services (u1 and u3) result in the least number of infected

population (-23.66%). Also, u1 or controls in DWS services is the most influential

factor in reducing the number of infected population. This is seen in the situation 2,

5, 6, and 8 where u1 exists, and the total number of infected population is reduced in

approximately the same amount. u2 (0%) and u3 (-0.87%) have little or no influence

compared to the u1. Figure 5.6 below shows the dynamic of all variables, u1, u2, and

u3 in the SIWDR model, in the situation 8.

The graphs of the Susceptible (S ), Infected (I ), and Recovered (R) variables with

u1, u2, and u3 look quite similar to the case with no controls. Infected variable changes

drastically–the number of infected population has dropped from the maximum point

(Figure 5.6). The graphs of the Water (W ) and Dumpsite (D) variables show similar re-

sults. The number of infected population gradually increases and reaches its maximum.
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Figure 5.6: Case 2: Solutions of the SIWDR model with u1, u2 and u3.

When the infectious group’s population reaches its peak, u1, u2, and u3 increase

rapidly. After the peak time, u1, u2, and u3 are steady.

The peak of cholera epidemic decreases when controls that involve u1 are applied

(Figure 5.7). However, the peak time stays close to the peak time of the reference
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situation. Figure 5.8 shows that controls involving u1 have the similar dynamic in

infected compartment.

Figure 5.7: Case 2: The number of infected population in the eight different situations.

Figure 5.8: Case 2: The number of infected population in the four different situations
that involve u1.
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Weights of u1, u2, and u3 affect the total number of infected population, and

determine how to allocate budget to each service (See Table 5.4 below).

Table 5.4: Case 2: Sensitivity analysis of various control parameters.

Case Total number of infected population kI
A=3,τ1 = 1,τ2 = 1,τ3 = 1 0.1227 0.00
A=3,τ1 = 1,τ2 = 1,τ3 = 2 0.1227 0.00
A=3,τ1 = 1,τ2 = 1,τ3 = 3 0.1227 0.00
A=3,τ1 = 1,τ2 = 2,τ3 = 1 0.1227 0.00
A=3,τ1 = 1,τ2 = 2,τ3 = 2 0.1227 0.00
A=3,τ1 = 1,τ2 = 2,τ3 = 3 0.1227 0.00
A=3,τ1 = 1,τ2 = 3,τ3 = 1 0.1227 0.00
A=3,τ1 = 1,τ2 = 3,τ3 = 2 0.1227 0.00
A=3,τ1 = 1,τ2 = 3,τ3 = 3 0.1227 0.00
A=3,τ1 = 2,τ2 = 1,τ3 = 1 0.1404 14.43
A=3,τ1 = 2,τ2 = 1,τ3 = 2 0.1406 14.59
A=3,τ1 = 2,τ2 = 1,τ3 = 3 0.1407 14.67
A=3,τ1 = 2,τ2 = 2,τ3 = 1 0.1404 14.43
A=3,τ1 = 2,τ2 = 2,τ3 = 2 0.1406 14.59
A=3,τ1 = 2,τ2 = 2,τ3 = 3 0.1407 14.67
A=3,τ1 = 2,τ2 = 3,τ3 = 1 0.1404 14.43
A=3,τ1 = 2,τ2 = 3,τ3 = 2 0.1406 14.59
A=3,τ1 = 2,τ2 = 3,τ3 = 3 0.1407 14.67
A=3,τ1 = 3,τ2 = 1,τ3 = 1 0.1466 19.48
A=3,τ1 = 3,τ2 = 1,τ3 = 2 0.1469 19.72
A=3,τ1 = 3,τ2 = 1,τ3 = 3 0.1471 19.89
A=3,τ1 = 3,τ2 = 2,τ3 = 1 0.1466 19.48
A=3,τ1 = 3,τ2 = 2,τ3 = 2 0.1469 19.72
A=3,τ1 = 3,τ2 = 2,τ3 = 3 0.1471 19.89
A=3,τ1 = 3,τ2 = 3,τ3 = 1 0.1466 19.48
A=3,τ1 = 3,τ2 = 3,τ3 = 2 0.1469 19.72
A=3,τ1 = 3,τ2 = 3,τ3 = 3 0.1471 19.89
A=2,τ1 = 1,τ2 = 1,τ3 = 1 0.1344 9.54
A=1,τ1 = 1,τ2 = 1,τ3 = 1 0.1471 19.89
A=0.1,τ1 = 1,τ2 = 1,τ3 = 1 0.1592 29.75
A=3.1,τ1 = 1,τ2 = 1,τ3 = 1 0.1215 -0.98
A=3.2,τ1 = 1,τ2 = 1,τ3 = 1 0.1204 -1.87

Without a budget limit, I choose the optimal solution obtained from numerical

simulations (Figure 5.3 and 5.6).

The table below is interpreted as follows: (DWS, WST, MSW) represents monthly
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proportions of budget allocated to each service, DWS, WST, and MSW respectively.

Table 5.5: Case 1: Comparison of number of infected population using different
strategies.

Strategy Total number of infected population kI
1. optimal solution–baseline 0.1758 0.00
2. (1, 1, 1)–equal proportion 0.2665 51.59
3. (1, 1, 2) 0.3132 78.16
4. (1, 2, 1) 0.3152 79.29
5. (1, 2, 2) 0.3181 80.94
6. (2, 1, 1) 0.3055 73.78
7. (2, 1, 2) 0.3120 77.47
8. (2, 2, 1) 0.3132 78.16

Table 5.6: Case 2: Comparison of number of infected population using different
strategies.

Strategy Total number of infected population kI
1. optimal solution–baseline 0.1227 0.00
2. (1, 1, 1)–equal proportion 0.1485 21.02
3. (1, 1, 2) 0.3242 164.22
4. (1, 2, 1) 0.3246 164.45
5. (1, 2, 2) 0.3252 165.04
6. (2, 1, 1) 0.3226 162.92
7. (2, 1, 2) 0.3240 164.06
8. (2, 2, 1) 0.3242 164.22

For case 1, the optimal solution reduces the number of infected people 51.59%

more than the strategy that allocates budget equally among WatSan services.

For case 2, the optimal solution reduces the number of infected people 21.02%

more than the strategy that allocates budget equally among WatSan services.

Strategy 6 is the common strategy. Typically, the budget would be allocated to

DWS in a higher proportion than to WST and MSW. However, this strategy is 73.78%

less effective at reducing the number of infected people than the optimal strategy for
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case 1, and 162.92% less effective at reducing the number of infected people than the

optimal solution for case 2.

There are no strategies in case 1 and 2 that can produce greater reductions in

number of infected people than the optimal strategy (strategy 1). Thus, I choose the

optimal strategy.

With a budget limit, I can change the bound of each control, and then find the

optimal solution. In this case, I use the Forward-Backward Sweeping Method (FBSM).

The upper bound of each control parameter (u1, u2, and u3) is set to be monthly

budget, which is not necessary the same for each month. After setting the upper

bounds, I find the optimal solution. Once the optimal solution is obtained, I check

whether the sum of budget used for each parameter goes beyond the monthly budget.

If it’s not, the optimal solution is final. However, if the sum goes beyond the monthly

budget, I need to lower the upper bound of each parameter for that particular month.

Then, the FBSM is used again. Again, I check whether the sum of budget used for

each parameter goes beyond the monthly budget. If it’s not, the optimal solution

is final. If that’s the case, the FBSM is repeated until the optimal solution can be

obtained, with the sum of budget used for each parameter lower than or equal to the

monthly budget.

5.6 Summary of optimal control for SIWDRmodel

The goal of this study is to control the spread of enteric diarrheal disease (EDDs) using

the SIWDR model. The study focuses on controls in DWS, WST, and MSW services

and takes into account any constraints. This is to control the number of cholera infected

population. I propose an appropriate cost index and show solutions of the SIWDR

model. To minimize the number of infected population, I apply the Pontryagin’s

maximum principle. I use the numerical simulation to find the optimal controls. Two
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cases are considered here: Case 1 is when R0 > 1; endemic equilibrium. Case 2 is when

R0 < 1; disease-free equilibrium. I also test 8 different situations within each case:

situations with 1) no control, 2) u1, 3) u2, 4) u3, 5) u1 and u2, 6) u1 and u3, 7) u2 and

u3, and 8) u1, u2, and u3. Then, I compare the total number of infected population for

each situation. I show sensitivity analysis of various control parameters. Finally, the

budget allocation strategy used in WatSan services is determined and I compare the

optimal solution obtained from numerical simulations with other allocation strategies.

The result shows that the optimal solution reduces the number of infected population

more than any other strategies.
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Chapter 6

Conclusions and Future Research

Directions

Lack of WatSan services is an important problem in many developing countries. The

problem affects the health of people, especially the poor. Lack of WatSan services

increases the risk of WatSan related illness and subsequently the productivity of those

affected. This problem disproportionately affects the poor. This research, thus, aims

to increase access to WatSan services, thereby reducing health risks under conditions

of budget constraint. Increasing access to WatSan services results from an increase in

supply. However, this will also increase the inter-service demand. This includes sludge

from DWS and WST services which is treated as MSW. At the same time leachate

from MSW landfills is treated at WST facilities. Lastly, recycled wastewater is an

output of the WST services, and can become an input to the DWS services.

Since pathogens reside and multiply in these byproducts–sludge, leachate, and

recycled wastewater, they must be properly managed. To do so, the relationships

between DWS, WST, and MSW services (i.e., WatSan services) must be understood.

This research created tools that help us understand these relationships, as well as

precisely determine differences between demand and supply. It used a systems approach
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to understand and convert these relationships into matrices for easy analysis and

making application easy.

Having tools to aid in understanding the whole water and sanitation system, this

research used mathematical models to explore the link between WatSan services and

the incidence of EDD. From the existing literature, a basic math model commonly

used in the analysis of the spread of disease is the SIR (Susceptible-Infected-Recovered)

model. The SIR model has been developed into many other models, including the

SIWDR (Susceptible-Infected-Water-Dumpsite-Recovered) model. This research uses

the SIWDR model because it can illustrate the spread of waterborne diseases (i.e.,

EDDs) with inadequate WatSan services.

The goal is to optimally reduce the spread of EDDs by improving WatSan services

in the math model created earlier. I use optimal control theory to find best optimal

strategies in improving WatSan services; thus optimally reduce the spread of EDDs.

6.1 Findings and insights

This dissertation can be summarized as follows:

1. Firstly, I used a systems approach to construct an integrated water and sanita-

tion system (IWSS) model. This model captures deficits in the quantity of WatSan

services in all regions of concern.

2. I proposed a nonlinear differential equation model called SIWDR (Susceptible-

Infected-Water-Dumpsite-Recovered) model. The model links the status of WatSan

services to the total cases of enteric diarrheal diseases (EDDs) in the service regions.
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3. Finally, I used optimal control theory to the SIWDR model. This is to annually

allocate budget to the three (DWS, WST, and MSW) services; while minimizing the

incidence of EDD over a specified planning horizon, with budget constraints.

Figure 6.1: Models used in this study

These three steps might be used or developed further by other researchers. This

might be a good starting point for improving WatSan services, and the related health

of the people in communities.

The IWSS helps us understand relationships between DWS, WST, and MSW

services in a particular community. Once the relationships are understood, WatSan

services can be improved.

The SIWDR model is a mathematical model that illustrates how the status of

WatSan services link to the spread of EDDs. I theoretically prove properties of the

model, as well as the model’s capability to reduce the total cases of EDDs–by putting
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controls in DWS, WST, and MSW services. This model can be used as a building

block for improving WatSan services and health of the people in developing countries.

It can be noted that the added compartment D includes but is not limited to

dumpsites. Any surroundings where pathogens reside may apply. Regarding water-

borne diseases, D can refer to any natural habitats of pathogens besides water habitats.

Improving D or getting rid of D means improving the aforementioned surroundings or

getting rid of many routes of transmission of the diseases. Investing in improvement

of D can be done by means of a public health campaign, for instance. However, ways

to improve D depend on social context of the diseases.

Tools that I created in this study are useful for developing countries in improving

health and WatSan services–especially the countries faced with disease outbreaks

(e.g., cholera). These tools help with long-term planning and choosing the optimal

strategies for improving WatSan services; thus optimally reduce the spread of EDDs.

6.2 Future research directions

This study discovers optimal strategies in improving WatSan services that optimally

reduce the spread of EDDs. I utilize a systems approach, mathematical models, and

optimal control theory. However, there are many more things that could be done in

the future:

1. The model could be used in a specific case, with specific data. This way, values

of each parameter could be directly measured, and precisely determined. An example

of a specific case is a case study of cholera outbreak in refugee camps that do not have

adequate WatSan services.
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2. The model can be made more realistic by not assuming that it reduces the spread

of the diseases by 100%. If that is the case, the mathematical model would be as follows:

Figure 6.2: Flow diagram of the extended SIWDR model

Then, this model needs to be proved whether it fits all the theories used in this

dissertation. This is to make sure that the extended SIWDR model works, can be

used for further calculations, and can control the spread of WatSan related diseases.

If control parameters are added to the model, the model will get more complicated

and computationally intensive.

3. New objectives (e.g., economic, social, and environmental development) can be

added to the model. This is because improvement of WatSan services can result in

more economic, social, and environmental development, and not just better health

effects.
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A.1 Assumptions (van den Driessche andWatmough

[74])

Assumptions to ensure the existence of equilibrium and ensure the model

is well posed.

(A1) Assume Fi
0(0, y) = 0 and Vi

0(0, y) = 0 for all y ≥ 0 and i = 1, ..., n. All new

infections are secondary infections are secondary infections arising from infected hosts;

there is no imigration of individuals into the disease compartments.

(A2) Assume Fi
0(x, y) ≥ 0 for all nonnegative x and y and i = 1, ..., n. The function

Fi
0 represents new infections and cannot be negative.

(A3) Assume Vi
0(x, y) ≤ 0 wherever xi = 0, i = 1, ..., n. Each compartment, Vi

0,

represents a net outflow from compartment i and must be negative (inflow only)

whenever the compartment is empty.

(A4) Assume
∑n

i=1 Vi
0(x, y) ≥ 0 for all nonnegative x and y. This sum represents the

total outflow from all infected compartments. Terms in the model leading to increases

in
∑n

i=1 xi are assumed to represent secondary infections and therefore belong in F 0.

(A5) Assume the disease-free system y′ = g(0, y) has a unique equilibrium that

is asymptotically stable. That is, all solutions with initial conditions of the form

(0, y) approach a point (0, y0) as t → ∞. We refer to this point as the disease-free

equilibrium.
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A.2 Theorem 5. (van den Driessche andWatmough

[74])

Consider the disease transmission model given by (4.2) and (4.3). The disease-free

equilibrium of (4.2) and (4.3) is locally asymptotically stable if R0 < 1, but unstable

if R0 > 1, where R0 is defined as in section 4.1.

A.3 Theorem 6. (van den Driessche andWatmough

[74])

If A is a nonsingular M −matrix and f̂ ≥ 0, then the disease-free equilibrium of (4.6)

and (4.7) is globally asymptotically stable.
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B.1 The range explored for parameters from table

3.3

Figure B.1: Plot shows the number of infected people with various values of parameter,
Λ.

Table B.1: Effect of Λ on R0 and I at t = 60.

Λ R0 I Stable equilibrium
0.0000 0.0000 0.0000 ε0

0.0007 0.8303 0.0000 ε0

0.0015 1.7791 0.0000 ε1

0.0022 2.6094 0.0082 ε1

0.0030 3.5583 0.0000 ε1

0.0037 4.3885 0.0000 ε1
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Figure B.2: Plot shows the number of infected people with various values of parameter,
µ.

Table B.2: Effect of µ on R0 and I at t = 60.

µ R0 I Stable equilibrium
0.0000 n/a 0.0002 ε1

0.0002 6.8719 0.0002 ε1

0.0005 2.7482 0.0001 ε1

0.0007 1.9627 0.0001 ε1

0.0010 1.3737 0.0001 ε1

0.0012 1.1446 0.0001 ε1

97



B.1. THE RANGE EXPLORED FOR PARAMETERS FROM TABLE 3.3 98

Figure B.3: Plot shows the number of infected people with various values of parameter,
βI .

Table B.3: Effect of βI on R0 and I at t = 60.

βI R0 I Stable equilibrium
0.30 2.1225 0.0001 ε1

0.84 2.1561 0.0002 ε1

1.38 2.1896 0.0003 ε1

1.92 2.2232 0.0006 ε1

2.46 2.2567 0.0011 ε1

3.00 2.2903 0.0018 ε1
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Figure B.4: Plot shows the number of infected people with various values of parameter,
βW .

Table B.4: Effect of βW on R0 and I at t = 60.

βW R0 I Stable equilibrium
0.0003 0.1230 0.0091 ε0

6.0002 6.1597 0.0017 ε1

12.0002 12.1965 0.0012 ε1

18.0001 18.2332 0.0012 ε1

24.0001 24.2700 0.0012 ε1

30.0000 30.3066 0.0012 ε1
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Figure B.5: Plot shows the number of infected people with various values of parameter,
βD.

Table B.5: Effect of βD on R0 and I at t = 60.

βD R0 I Stable equilibrium
0.0003 2.0433 0.0000 ε1

6.0002 2.1658 0.0013 ε1

12.0002 2.2882 0.0071 ε1

18.0001 2.4107 0.0016 ε1

24.0001 2.5331 0.0004 ε1

30.0000 2.6556 0.0003 ε1
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Figure B.6: Plot shows the number of infected people with various values of parameter,
γ.

Table B.6: Effect of γ on R0 and I at t = 60.

γ R0 I Stable equilibrium
1.5 2.1350 0.0001 ε1

7.2 0.4449 0.0000 ε0

12.9 0.2483 0.0000 ε0

18.6 0.1722 0.0000 ε0

24.3 0.1318 0.0000 ε0

30.0 0.1068 0.0002 ε0
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Figure B.7: Plot shows the number of infected people with various values of parameter,
α1.

Table B.7: Effect of α1 on R0 and I at t = 60.

α1 R0 I Stable equilibrium
0.30 66.0617 0.1 ε1

60.24 0.4861 0.1 ε0

120.18 0.3224 0.1 ε0

180.12 0.2676 0.1 ε0

240.06 0.2402 0.1 ε0

300.00 0.2238 0.1 ε0
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Figure B.8: Plot shows the number of infected people with various values of parameter,
α2.

Table B.8: Effect of α2 on R0 and I at t = 60.

α2 R0 I Stable equilibrium
0.30 0.1816 0.1 ε0

60.24 4.9219 0.1 ε1

120.18 9.6622 0.1 ε1

180.12 14.4026 0.1 ε1

240.06 19.1429 0.1 ε1

300.00 23.8832 0.1 ε1
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Figure B.9: Plot shows the number of infected people with various values of parameter,
ψ.

Table B.9: Effect of ψ on R0 and I at t = 60.

ψ R0 I Stable equilibrium
0.30 0.1697 0.1 ε0

60.24 2.5399 0.1 ε1

120.18 4.9100 0.1 ε1

180.12 7.2802 0.1 ε1

240.06 9.6504 0.1 ε1

300.00 12.0205 0.1 ε1
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Figure B.10: Plot shows the number of infected people with various values of parameter,
ξW .

Table B.10: Effect of ξW on R0 and I at t = 60.

ξW R0 I Stable equilibrium
0.6857 2.1350 0.0002 ε1

2.5486 2.1350 0.0003 ε1

4.4114 2.1350 0.0004 ε1

6.2743 2.1350 0.0006 ε1

8.1371 2.1350 0.0008 ε1

10.0000 2.1350 0.0010 ε1

Varying ξW does not change R0.
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Figure B.11: Plot shows the number of infected people with various values of parameter,
ξD.

Table B.11: Effect of ξD on R0 and I at t = 60.

ξD R0 I Stable equilibrium
0.3477 11.5304 0.0012 ε1

2.6782 1.6343 0.0000 ε1

5.0086 0.9473 0.0000 ε0

7.3391 0.6966 0.0000 ε0

9.6695 0.5668 0.0000 ε0

12.0000 0.4874 0.0000 ε0
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C.1 Matlab code: Forward-Backward Sweep Method

Matlab Code

1 f unc t i on y = SIWDR(Lambda ,mu, be ta i , beta w , beta d , gamma,

alpha 1 , alpha 2 , ps i , xi w , x i d , r1 , r2 , r3 , tau1 , tau2 , tau3 , S0 ,

I0 ,W0, D0 , R0 ,A,T)

2

3 t e s t = −1;

4

5 de l t a = 0 . 0 0 1 ;

6 M = 1000 ;

7 t=l i n s p a c e (0 ,T,M+1) ;

8 h=T/M;

9 h2 = h /2 ;

10

11 S=ze ro s (1 ,M+1) ;

12 I=ze ro s (1 ,M+1) ;

13 W=zero s (1 ,M+1) ;

14 D=ze ro s (1 ,M+1) ;

15 R=ze ro s (1 ,M+1) ;

16 S (1)=S0 ;

17 I (1 )=I0 ;

18 W(1)=W0;

19 D(1)=D0 ;

20 R(1)=R0 ;

21
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22 lambda1=ze ro s (1 ,M+1) ;

23 lambda2=ze ro s (1 ,M+1) ;

24 lambda3=ze ro s (1 ,M+1) ;

25 lambda4=ze ro s (1 ,M+1) ;

26

27

28 u=ze ro s (1 ,M+1) ;

29 v=ze ro s (1 ,M+1) ;

30 w=ze ro s (1 ,M+1) ;

31

32

33 whi le ( t e s t < 0)

34

35 oldu = u ;

36 oldv = v ;

37 oldw = w;

38 oldS = S ;

39 o l d I = I ;

40 oldW = W;

41 oldD = D;

42 oldlambda1 = lambda1 ;

43 oldlambda2 = lambda2 ;

44 oldlambda3 = lambda3 ;

45 oldlambda4 = lambda4 ;

46

47

48
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49 f o r i = 1 :M

50 m11 = Lambda−(1−r1 )∗beta w∗S( i )∗W( i )−(1−r3 )∗beta d ∗S(

i )∗D( i )−b e t a i ∗S( i )∗ I ( i )−mu∗S( i ) ;

51 m12 = (1−r1−u( i ) )∗beta w∗S( i )∗W( i )+(1−r3−w( i ) )∗beta d

∗S( i )∗D( i )+b e t a i ∗S( i )∗ I ( i )−gamma∗ I ( i )−mu∗ I ( i ) ;

52 m13 = xi w∗(1−r2−v ( i ) )∗ I ( i )+((1−r3−w( i ) )∗ p s i ∗ a lpha 2 ∗

xi w /( a lpha 1 ∗ x i d ) )∗D( i )−xi w∗W( i ) ;

53 m14 = x i d ∗(1−r2−v ( i ) )∗ I ( i )−( x i d ∗D( i ) ) ;

54

55

56 m21 = Lambda−(1−r1 )∗beta w ∗(S( i )+h2∗m11) ∗(W( i )+h2∗m13

)−(1−r3 )∗beta d ∗(S( i )+h2∗m11) ∗(D( i )+h2∗m14)−b e t a i

∗(S( i )+h2∗m11) ∗( I ( i )+h2∗m12)−mu∗(S( i )+h2∗m11) ;

57 m22 = (1−r1 −0.5∗(u( i )+u( i +1) ) )∗beta w ∗(S( i )+h2∗m11) ∗(

W( i )+h2∗m13)+(1−r3 −0.5∗(w( i )+w( i +1) ) )∗beta d ∗(S( i )

+h2∗m11) ∗(D( i )+h2∗m14)+b e t a i ∗(S( i )+h2∗m11) ∗( I ( i )+

h2∗m12)−gamma∗( I ( i )+h2∗m12)−mu∗( I ( i )+h2∗m12) ;

58 m23 = xi w∗(1−r2 −0.5∗(v ( i )+v ( i +1) ) ) ∗( I ( i )+h2∗m12)

+((1−r3 −0.5∗(w( i )+w( i +1) ) )∗ p s i ∗ a lpha 2 ∗xi w /(

a lpha 1 ∗ x i d ) ) ∗(D( i )+h2∗m14)−xi w ∗(W( i )+h2∗m13) ;

59 m24 = x i d ∗(1−r2 −0.5∗(v ( i )+v ( i +1) ) ) ∗( I ( i )+h2∗m12)−(

x i d ∗(D( i )+h2∗m14) ) ;

60

61

62 m31 = Lambda−(1−r1 )∗beta w ∗(S( i )+h2∗m21) ∗(W( i )+h2∗m23

)−(1−r3 )∗beta d ∗(S( i )+h2∗m21) ∗(D( i )+h2∗m24)−b e t a i

∗(S( i )+h2∗m21) ∗( I ( i )+h2∗m22)−mu∗(S( i )+h2∗m21) ;
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63 m32 = (1−r1 −0.5∗(u( i )+u( i +1) ) )∗beta w ∗(S( i )+h2∗m21) ∗(

W( i )+h2∗m23)+(1−r3 −0.5∗(w( i )+w( i +1) ) )∗beta d ∗(S( i )

+h2∗m21) ∗(D( i )+h2∗m24)+b e t a i ∗(S( i )+h2∗m21) ∗( I ( i )+

h2∗m22)−gamma∗( I ( i )+h2∗m22)−mu∗( I ( i )+h2∗m22) ;

64 m33 = xi w∗(1−r2 −0.5∗(v ( i )+v ( i +1) ) ) ∗( I ( i )+h2∗m22)

+((1−r3 −0.5∗(w( i )+w( i +1) ) )∗ p s i ∗ a lpha 2 ∗xi w /(

a lpha 1 ∗ x i d ) ) ∗(D( i )+h2∗m24)−xi w ∗(W( i )+h2∗m23) ;

65 m34 = x i d ∗(1−r2 −0.5∗(v ( i )+v ( i +1) ) ) ∗( I ( i )+h2∗m22)−(

x i d ∗(D( i )+h2∗m24) ) ;

66

67

68 m41 = Lambda−(1−r1 )∗beta w ∗(S( i )+h2∗m31) ∗(W( i )+h2∗m33

)−(1−r3 )∗beta d ∗(S( i )+h2∗m31) ∗(D( i )+h2∗m34)−b e t a i

∗(S( i )+h2∗m31) ∗( I ( i )+h2∗m32)−mu∗(S( i )+h2∗m31) ;

69 m42 = (1−r1−u( i +1) )∗beta w ∗(S( i )+h2∗m31) ∗(W( i )+h2∗m33

)+(1−r3−(w( i +1) ) )∗beta d ∗(S( i )+h2∗m31) ∗(D( i )+h2∗

m34)+b e t a i ∗(S( i )+h2∗m31) ∗( I ( i )+h2∗m32)−gamma∗( I ( i

)+h2∗m32)−mu∗( I ( i )+h2∗m32) ;

70 m43 = xi w∗(1−r2−v ( i +1) ) ∗( I ( i )+h2∗m32)+((1−r3−w( i +1) )

∗ p s i ∗ a lpha 2 ∗xi w /( a lpha 1 ∗ x i d ) ) ∗(D( i )+h2∗m34)−

xi w ∗(W( i )+h2∗m33) ;

71 m44 = x i d ∗(1−r2−v ( i +1) ) ∗( I ( i )+h2∗m32)−( x i d ∗(D( i )+h2

∗m34) ) ;

72

73

74 S( i +1) = S( i ) + (h/6) ∗(m11 + 2∗m21 + 2∗m31 + m41) ;

75 I ( i +1) = I ( i ) + (h/6) ∗(m12 + 2∗m22 + 2∗m32 + m42) ;
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76 W( i +1) = W( i ) + (h/6) ∗(m13 + 2∗m23 + 2∗m33 + m43) ;

77 D( i +1) = D( i ) + (h/6) ∗(m14 + 2∗m24 + 2∗m34 + m44) ;

78

79 end

80

81 f o r i = 1 :M

82 j = M + 2 − i ;

83 m11 = −lambda1 ( j )∗(−(1− r1 )∗beta w∗W( j )−(1−r3 )∗beta d ∗

D( j )−b e t a i ∗ I ( j )−mu)−lambda2 ( j ) ∗((1− r1−u( j ) )∗

beta w∗W( j )+(1−r3−w( j ) )∗beta d ∗D( j )+b e t a i ∗ I ( j ) ) ;

84 m12 = −A−lambda1 ( j )∗(− b e t a i ∗S( j ) )−lambda2 ( j ) ∗( b e t a i

∗S( j )−gamma−mu)−lambda3 ( j ) ∗( xi w∗(1−r2−v ( j ) ) )−

lambda4 ( j ) ∗( x i d ∗(1−r2−v ( j ) ) ) ;

85 m13 = −lambda1 ( j )∗(−(1− r1 )∗beta w∗S( j ) )−lambda2 ( j )

∗((1− r1−u( j ) )∗beta w∗S( j ) )−lambda3 ( j )∗(−xi w ) ;

86 m14 = −lambda1 ( j )∗(−(1− r3 )∗beta d ∗S( j ) )−lambda2 ( j )

∗((1− r3−w( j ) )∗beta d ∗S( j ) )−lambda3 ( j ) ∗(((1− r3−w( j )

)∗ p s i ∗ a lpha 2 ∗xi w /( a lpha 1 ∗ x i d ) ) )−lambda4 ( j )∗(−

x i d ) ;

87

88 m21 = −(lambda1 ( j )−h2∗m11)∗(−(1− r1 )∗beta w ∗0 .5∗ (W( j )+

W( j−1) )−(1−r3 )∗beta d ∗0 .5∗ (D( j )+D( j−1) )−b e t a i

∗0 .5∗ ( I ( j )+I ( j−1) )−mu)−(lambda2 ( j )−h2∗m12) ∗((1− r1

−0.5∗(u( j )+u( j−1) ) )∗beta w ∗0 .5∗ (W( j )+W( j−1) )+(1−r3

−0.5∗(w( j )+w( j−1) ) )∗beta d ∗0 .5∗ (D( j )+D( j−1) )+

b e t a i ∗0 .5∗ ( I ( j )+I ( j−1) ) ) ;
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89 m22 = −A−(lambda1 ( j )−h2∗m11)∗(− b e t a i ∗0 .5∗ ( S( j )+S( j

−1) ) )−(lambda2 ( j )−h2∗m12) ∗( b e t a i ∗0 .5∗ ( S( j )+S( j−1)

)−gamma−mu)−(lambda3 ( j )−h2∗m13) ∗( xi w∗(1−r2 −0.5∗(v

( j )+v ( j−1) ) ) )−(lambda4 ( j )−h2∗m14) ∗( x i d ∗(1−r2

−0.5∗(v ( j )+v ( j−1) ) ) ) ;

90 m23 = −(lambda1 ( j )−h2∗m11)∗(−(1− r1 )∗beta w ∗0 .5∗ ( S( j )+

S( j−1) ) )−(lambda2 ( j )−h2∗m12) ∗((1− r1 −0.5∗(u( j ) + u(

j−1) ) )∗beta w ∗0 .5∗ ( S( j )+S( j−1) ) )−(lambda3 ( j )−h2∗

m13)∗(−xi w ) ;

91 m24 = −(lambda1 ( j )−h2∗m11)∗(−(1− r3 )∗beta d ∗0 .5∗ ( S( j )+

S( j−1) ) )−(lambda2 ( j )−h2∗m12) ∗((1− r3 −0.5∗(w( j )+w( j

−1) ) )∗beta d ∗0 .5∗ ( S( j )+S( j−1) ) )−(lambda3 ( j )−h2∗m13

) ∗(((1− r3 −0.5∗(w( j )+w( j−1) ) )∗ p s i ∗ a lpha 2 ∗xi w /(

a lpha 1 ∗ x i d ) ) )−(lambda4 ( j )−h2∗m14)∗(−x i d ) ;

92

93 m31 = −(lambda1 ( j )−h2∗m21)∗(−(1− r1 )∗beta w ∗0 .5∗ (W( j )+

W( j−1) )−(1−r3 )∗beta d ∗0 .5∗ (D( j )+D( j−1) )−b e t a i

∗0 .5∗ ( I ( j )+I ( j−1) )−mu)−(lambda2 ( j )−h2∗m22) ∗((1− r1

−0.5∗(u( j )+(u( j−1) ) ) )∗beta w ∗0 .5∗ (W( j )+W( j−1) )+(1−

r3 −0.5∗(w( j )+w( j−1) ) )∗beta d ∗0 .5∗ (D( j )+D( j−1) )+

b e t a i ∗0 .5∗ ( I ( j )+I ( j−1) ) ) ;

94 m32 = −A−(lambda1 ( j )−h2∗m21)∗(− b e t a i ∗0 .5∗ ( S( j )+S( j

−1) ) )−(lambda2 ( j )−h2∗m22) ∗( b e t a i ∗0 .5∗ ( S( j )+S( j−1)

)−gamma−mu)−(lambda3 ( j )−h2∗m23) ∗( xi w∗(1−r2 −0.5∗(v

( j )+v ( j−1) ) ) )−(lambda4 ( j )−h2∗m24) ∗( x i d ∗(1−r2

−0.5∗(v ( j )+v ( j−1) ) ) ) ;

113



C.1. MATLAB CODE: FORWARD-BACKWARD SWEEP METHOD 114

95 m33 = −(lambda1 ( j )−h2∗m21)∗(−(1− r1 )∗beta w ∗0 .5∗ ( S( j )+

S( j−1) ) )−(lambda2 ( j )−h2∗m22) ∗((1− r1 −0.5∗(u( j ) + u(

j−1) ) )∗beta w ∗0 .5∗ ( S( j )+S( j−1) ) )−(lambda3 ( j )−h2∗

m23)∗(−xi w ) ;

96 m34 = −(lambda1 ( j )−h2∗m21)∗(−(1− r3 )∗beta d ∗0 .5∗ ( S( j )+

S( j−1) ) )−(lambda2 ( j )−h2∗m22) ∗((1− r3 −0.5∗(w( j )+w( j

−1) ) )∗beta d ∗0 .5∗ ( S( j )+S( j−1) ) )−(lambda3 ( j )−h2∗m23

) ∗(((1− r3 −0.5∗(w( j )+w( j−1) ) )∗ p s i ∗ a lpha 2 ∗xi w /(

a lpha 1 ∗ x i d ) ) )−(lambda4 ( j )−h2∗m24)∗(−x i d ) ;

97

98 m41 = −(lambda1 ( j )−h2∗m31)∗(−(1− r1 )∗beta w∗W( j−1)−(1−

r3 )∗beta d ∗D( j−1)−b e t a i ∗ I ( j−1)−mu)−(lambda2 ( j )−h2

∗m32) ∗((1− r1−(u( j−1) ) )∗beta w∗W( j−1)+(1−r3−w( j−1) )

∗beta d ∗D( j−1)+b e t a i ∗ I ( j−1) ) ;

99 m42 = −A−(lambda1 ( j )−h2∗m31)∗(− b e t a i ∗S( j−1) )−(

lambda2 ( j )−h2∗m32) ∗( b e t a i ∗S( j−1)−gamma−mu)−(

lambda3 ( j )−h2∗m33) ∗( xi w∗(1−r2−v ( j−1) ) )−(lambda4 ( j

)−h2∗m34) ∗( x i d ∗(1−r2−v ( j−1) ) ) ;

100 m43 = −(lambda1 ( j )−h2∗m31)∗(−(1− r1 )∗beta w∗S( j−1) )−(

lambda2 ( j )−h2∗m32) ∗((1− r1−u( j−1) )∗beta w∗S( j−1) )−(

lambda3 ( j )−h2∗m33)∗(−xi w ) ;

101 m44 = −(lambda1 ( j )−h2∗m31)∗(−(1− r3 )∗beta d ∗S( j−1) )−(

lambda2 ( j )−h2∗m32) ∗((1− r3−w( j−1) )∗beta d ∗S( j−1) )−(

lambda3 ( j )−h2∗m33) ∗(((1− r3−w( j−1) )∗ p s i ∗ a lpha 2 ∗

xi w /( a lpha 1 ∗ x i d ) ) )−(lambda4 ( j )−h2∗m34)∗(−x i d ) ;

102
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103 lambda1 ( j−1) = lambda1 ( j ) − (h/6) ∗(m11 + 2∗m21 + 2∗

m31 + m41) ;

104 lambda2 ( j−1) = lambda2 ( j ) − (h/6) ∗(m12 + 2∗m22 + 2∗

m32 + m42) ;

105 lambda3 ( j−1) = lambda3 ( j ) − (h/6) ∗(m13 + 2∗m23 + 2∗

m33 + m43) ;

106 lambda4 ( j−1) = lambda4 ( j ) − (h/6) ∗(m14 + 2∗m24 + 2∗

m34 + m44) ;

107 end

108

109 temp 1 =0.12∗( beta w∗ lambda2 .∗S .∗W) / tau1 ;

110 u1 = min ( 0 . 3 64 ,max(0 . 0 0 1 , temp 1 ) ) ;

111 u = 0 .5∗ ( u1 + oldu ) ;

112

113 temp 2 =0.12∗(( lambda3∗xi w+lambda4∗ x i d ) .∗ I ) / tau2 ;

114 v1 = min ( 0 . 7 74 ,max(0 . 0 0 1 , temp 2 ) ) ;

115 v = 0 .5∗ ( v1 + oldv ) ;

116

117 temp 3 =0.12∗(D.∗S .∗ lambda2∗beta d +((D.∗ lambda3∗ a lpha 2 ∗

p s i ∗xi w ) /( a lpha 1 ∗ x i d ) ) ) / tau3 ;

118 w1 = min ( 0 . 8 99 ,max(0 . 00 1 , temp 3 ) ) ;

119 w = 0 .5∗ (w1 + oldw ) ;

120

121 temp1 = de l t a ∗sum( abs (u) ) − sum( abs ( oldu − u) ) ;

122 temp2 = de l t a ∗sum( abs ( v ) ) − sum( abs ( oldv − v ) ) ;

123 temp3 = de l t a ∗sum( abs (w) ) − sum( abs ( oldw − w) ) ;

124 temp4 = de l t a ∗sum( abs (S) ) − sum( abs ( oldS − S) ) ;
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125 temp5 = de l t a ∗sum( abs ( I ) ) − sum( abs ( o l d I − I ) ) ;

126 temp6 = de l t a ∗sum( abs (W) ) − sum( abs (oldW − W) ) ;

127 temp7 = de l t a ∗sum( abs (D) ) − sum( abs ( oldD − D) ) ;

128 temp8 = de l t a ∗sum( abs ( lambda1 ) ) − sum( abs ( oldlambda1 −

lambda1 ) ) ;

129 temp9 = de l t a ∗sum( abs ( lambda2 ) ) − sum( abs ( oldlambda2 −

lambda2 ) ) ;

130 temp10 = de l t a ∗sum( abs ( lambda3 ) ) − sum( abs ( oldlambda3 −

lambda3 ) ) ;

131 temp11 = de l t a ∗sum( abs ( lambda4 ) ) − sum( abs ( oldlambda4 −

lambda4 ) ) ;

132

133 t e s t = min ( temp1 , min ( temp2 , min ( temp3 , min ( temp4 , min (

temp5 , min ( temp6 , min ( temp7 , min ( temp8 , min ( temp9 , min

( temp10 , temp11 ) ) ) ) ) ) ) ) ) ) ;

134 end

135

136 f o r i =1:M

137 m1 = gamma∗ I ( i )−mu∗R( i )+ u( i )∗beta w∗S( i )∗W( i )+w( i )∗

beta d ∗S( i )∗D( i ) ;

138 m2 = gamma∗0 .5∗ ( I ( i )+I ( i +1) )−mu∗(R( i )+h2∗m1)+ 0 .5∗ ( u( i )+u

( i +1) )∗beta w ∗0 .5∗ ( S( i )+S( i +1) ) ∗0 .5∗ (W( i )+W( i +1) )

+0.5∗(w( i )+w( i +1) )∗beta d ∗0 .5∗ ( S( i )+S( i +1) ) ∗0 .5∗ (D( i )+

D( i +1) ) ;

139 m3 = gamma∗0 .5∗ ( I ( i )+I ( i +1) )−mu∗(R( i )+h2∗m2)+ 0 .5∗ ( u( i )+u

( i +1) )∗beta w ∗0 .5∗ ( S( i )+S( i +1) ) ∗0 .5∗ (W( i )+W( i +1) )
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+0.5∗(w( i )+w( i +1) )∗beta d ∗0 .5∗ ( S( i )+S( i +1) ) ∗0 .5∗ (D( i )+

D( i +1) ) ;

140 m4 = gamma∗ I ( i +1)−mu∗(R( i )+h2∗m3)+ u( i +1)∗beta w∗S( i +1)∗W

( i +1) + w( i +1)∗beta d ∗S( i +1)∗D( i +1) ;

141

142 R( i +1) = R( i ) + (h/6) ∗(m1 + 2∗m2 + 2∗m3 + m4) ;

143

144 R( i +1) = min (3 ,max(0 ,R( i +1) ) ) ;

145 end

146

147 y ( 1 , : ) = t ;

148 y ( 2 , : ) = S ;

149 y ( 3 , : ) = I ;

150 y ( 4 , : ) = W;

151 y ( 5 , : ) = D;

152 y ( 6 , : ) = R;

153 y ( 7 , : ) = u ;

154 y ( 8 , : ) = v ;

155 y ( 9 , : ) = w;
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